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Foreword

With the rise of the Internet in the mid-1990s, expectations were high. Now, most people are on-line and have a mobile phone. In 2010, the number of Internet users has surpassed two billion, approaching a third of the world’s population. Furthermore, there are 5.3 billion mobile phone subscribers; mobile phone networks are already available to over 90 per cent of the world’s population, and smart phones are becoming the focal point of the personal communication experience. By 2020, our ‘digital universe’ (i.e., all data created by consumers and businesses on earth, including video, audio, documents, etc.) will be 44 times bigger than it was in 2009 (i.e., it will expand from 800 billion gigabytes to 35 trillion gigabytes). Furthermore, the number of ‘objects’ (i.e., files that contain digital data) will increase faster than the total amount of data, due to smaller file sizes. Thus, even though lots of large video and audio files are being created, so are massive amounts of small files created by devices, sensors, etc.

Does this signify the virtual end of ‘Information Society’? ‘Information Society’ is a term that dates back to 1973 from the book of sociologist Daniel Bell, which became popular 20 years later within the context of the development of the World Wide Web and Information and Communication Technologies, especially after the European Commission report on ‘Europe and the Global Information Society’ was published in May 1994. ‘Information Society’ is not coming to a virtual end, because we are entering a new phase: the digitalisation of public places.

This new phase has already become visible in some locations around the world, in particular in Tokyo, Japan, where, since 2007, Professor Ken Sakamura started assigning ucodes (128-bit meaningless numbers used as identifiers which are put into computer-readable tags) to objects (e.g. in offices, schools and hospitals) and to locations (e.g. for learning what services are available in the neighbourhood). Today in Europe, local and regional networks such as CEMR/ELANET, eris®, EUROCITIES and Major Cities of Europe are increasingly scaling up their responses to the
"Good balance" exists between giving control (privacy) and taking control (empowerment). Such a balance can be achieved by introducing the concept of Identity Management. I believe that any new contribution to the growing literature on the Internet of Things has to achieve three basic aims. This book fulfils all of these requirements. First, it defines the current 'state of play' by explaining the underlying theory of the subject – from being on the net to going into the net. Second, it builds a skill base for those who would wish to become seriously involved in the design and/or deployment of useful and effective internet applications – this book does this by referring to five existing cases and by sketching the future scenario of a Living Map. Third, it establishes credence in terms of its usefulness, accuracy and the reliability of its content – the Rathenau Institute is the Dutch office of Technology Assessment, advising the Dutch and European Parliaments on the societal aspects of technological developments. Perhaps most importantly, like nothing else out there, this book shows us how to grasp the human side of business and technology, and that being human is the only fate from which we can never escape. The Internet of Things will realise its full potential only if it is, first of all, an Internet of People. The Netherlands is a particular case indeed. Some of the world's leading companies are based in the Netherlands: TomTom with their satellite navigation devices, NXP, which supplies RFID chips, and ASML, which provides the silicon wafers for chips. The Dutch are ambitious in being the first country to have all public transport on one smart card. Finally, this country has a tradition of lively debate about the implementation and failure of large IT systems.

It was for me a great honour to be invited to write the foreword to this book. I have worked in the area of the Internet of Things for the past five years and I have come to understand the power, the value and the challenge that it can bring to society. I enjoyed this book immensely and I recommend it to all those who wish to reflect upon this exciting and inspiring area.

You are 'checked in' now. Have a nice journey. But will you be able to 'check out' again?

Gérald Santucci
Head of Unit 'Networked Enterprise and RFID', DG Information Society and Media, European Commission and Acting Chairman of the Expert Group on the Internet of Things
Introduction

Living in the Net

Christian van 't Hof and Rinie van Est
A New Phase in the Information Society

In public space we are increasingly surrounded by digital devices. Cameras guard over our safety, antennas and sensors keep track of our driving speeds, and digital wicket gates determine whether or not we gain access to the train station. Provided with an ever growing arsenal of identification numbers in ID cards, mobile phones and vehicles, we prove who we are, that we have a right to be there, and that we paid for it.

With the growing digitalisation of public space, our information society is moving into a new phase. We do not only surf the net from behind our computers; more and more, we are living in the net. Check In / Check Out examines what this new phase in our information society will mean for citizens. How do new digital technologies enhance user prospects? Are they liberating or might they actually restrict the privacy of citizens? And how do these developments influence our experience of public space? Does the rise of new information technologies cause different power relations? And who are actually behind the network of digital devices that look at us and judge us?

We advance the proposition that digitalisation of public space signifies a new phase in the information society. In the rest of this book we substantiate our proposition based on a few recent developments: contactless smart cards in public transport, CCTV, Near Field Communication, GPS, Google Earth and Street View. We continuously search for the social implications of new, digital techniques in public space. A central concept we make use of is Identity Management (IdM). In short, Identity Management brings together two important social preconditions for the application of Information Technology: enablement of individual and collective action (frequently referred to as empowerment) and the need for a safeguard for personal privacy.

‘The net gives and the net takes – and we live in the middle of it all.’
From Being on the Net to Being in the Net

At the end of the 1970s it became apparent to many people that society had entered a new era; that of the information society. The influence of information technology in factories, banking, medicine and telecommunication, could no longer be denied. In light of high unemployment, automation was regarded with some suspicion. In those times, computers symbolised the power of large corporations and government institutions. The unexpected appearance of personal computers, as a product of the counterculture, gave information technology a whole new, positive, and liberating meaning. PCs brought computers into the living room – first for hobbyists, and soon enough, through computer games, also for young people.

We are on the net ...

Internet and e-mail became popular over the course of the 1990s. Because of these new applications, PCs became part of a worldwide communication network, the World Wide Web. An old dream came true. As early as the 1930s, writer H. G. Wells fantasised about a World Brain, a kind of Wikipedia as we know it now. In his science fiction novel Neuromancer from 1984, writer William Gibson launched the term ‘cyberspace’, which visualised the omnipresence of a virtual world. Nobel Prize winner Al Gore had devoted himself since the 1970s to creating an Electronic Highway that brings people together and makes room for new economic possibilities. Apart from ‘nerds’, this new, virtual world was mostly colonised by young people, the so-called ‘digital generation’. Public discussions kept raising the question if internet empowers citizens through faster and better access to information, or if it mostly means a loss of privacy and produces new dangers, such as digital crime.

And we go into the net

Today we take our personal computer – in the shape of laptops and smartphones – into public space en masse. This public space itself is also filled with digital devices. Wicket gates can only be opened with digital cards, sensors count people and vehicles, cameras follow us and GPS guides us. At the same time, networks that were once separate are now being merged. Internet, telephone, radio and television are increasingly using Internet Protocol (IP). In this way, the internet is more and more becoming a network of devices that surround us, wherever we are. Like
A technical definition of the net

Ubiquitous Network Society, The Internet of Things, Ambient Intelligence or Everyware – all these terms presuppose the emergence of a single network, one that is available everywhere and that connects all devices. They create a lively image of an abundance of technologies without an excessively complex technical explanation, but they do all have historical backgrounds and normative overtones. In this book we bring together technologies under our own term: the net.

This net consists of the joining of various networks that connect diverse devices and ascribe unique identification numbers to everything that falls within the net. Within this net, data systems slowly fuse to become a single system to which we are practically always checked in.

Internet is, by definition, a network of networks. The digitalisation of public space marks a new phase in information society. Researchers, companies and authorities in various parts of the world recognise this. In South Korea and Japan, a so-called Ubiquitous Network Society has become the dominant vision of authorities, companies and research institutes. U-Korea and U-Japan are entwined in a fierce competition to be the first country to connect all chips, sensors and other devices to a single network. Governments grant subsidies of billions of Euros for pilot projects that are performed by university laboratories and large corporations such as NTT Do Com and Samsung. The goal is that ever-present, invisible devices are always at a consumer’s beck and call. This changes the internet as we know it into a virtual layer on top of our physical reality.

The United States government has not yet set out to create something like U-America, despite the fact that the term Ubiquitous Computing was coined by the American Mark Weiser. Weiser, however, particularly aimed for an automated office environment, without linking to the internet. While large IT companies in the United States develop applications along the trend of getting in the net, the government still hasn’t shown to have any strategies in this field. Al Gore’s notion of the Information Super Highway is still dominant. This policy is especially focussed on getting companies and individuals on-line. With regard to fighting terrorism, strict security policies have been integrated. Think of the security programme Total Information Awareness, which is about tracking down and following potential suspects. Some individual attempts to point out the digitalisation of public space, such as Adam Greenfield’s Everyware, have not yet lead to governmental shifts in thinking about our information society.

In Europe, like in Southeast Asia, billions of Euros are being invested into researching the development of digital techniques that help users find entertainment, service and security, depending on personal wishes, in both inside and outside spaces. A first concept to coin this development was Ambient Intelligence, or intelligent environments. This term was introduced in 2001 by Philips and the Information Society and Technology Advisory Group (STAG). Another label is The Internet of Things, coined by the International Telecommunications Union in 2005. Viewing the numbers of official documents and meetings, it seems this concept is gaining dominance. The Internet of Things is currently also the dominant concept for information society in China. The Chinese prime minister Wen Joabo announced in 2009 that they will invest 50 billion RMB (5 billion Euros) over the next five years in Sensing China.

analogue telephone lines. The craky beeps on the line represented packets of zeros and ones, which were supplied with the addresses of the sender and the recipient, the so-called IP (Internet Protocol) addresses. Gradually, more and more wires were added. Physically, these included the coaxial cable for television, glass fibre and even electricity cables; wirelessly, these included Wi-Fi, UMTS, GPRS and WIMAX. You may notice the difference between networks – one channel is faster, more available or cheaper than the other – but for the zeros and ones it doesn’t matter which medium is used. They still have to be converted into data, otherwise machines will not understand them. For this, many languages have been developed that increasingly link up with that universal language: the Internet Protocol.

The networks and whatever happens within them largely remain hidden from us. We mostly see the many devices that are linked to them: smart cards and their readers, laptops, mobile telephones, information screens, antennae, satellite navigation sys-
Empowerment and Privacy
Get a Spatial Dimension

Since the 1970s, social debate on information technology has been nourished by both empowerment as well as privacy discourse. In the empowerment discourse, the central question covers how information technology helps citizens organise and enrich their lives. IT, however, does not merely give; it takes. The net registers what we do, when we do it, and with whom. This information can be useful for monitoring. This leads us to the other side of the net, the monitoring net. The limits of this surveillance are central in the privacy discourse: what kind of information may be collected about whom, and who may examine this data and for what purposes?

The central question in Check In / Check Out is how these two discourses will change once we go into the net.

Empowerment: may and can you check in?
With the appearance of the World Wide Web and browsers in the 1990s, internet became accessible to the general public. Thanks to fast expansion of content, the net increasingly became a world of its own, where people could continue life separate from time and space. When you check in on the net, you enrich your virtual identity; you get more possibilities. When you check out, you cease to participate. This approach can be alluded to as the empowerment discourse, or the discussion on increasing potential through information technology.

In his trilogy The Network Society, Spanish sociologist Manuel Castells describes how internet helps people exchange information and money faster, within what he calls ‘the space of flows’ and ‘timeless time’. Where in the past people were dependent on each other’s proximity for interaction and transaction, the internet offers an opportunity to distribute large amounts of data and money over large distances. With extensive casuistry he shows that especially large corporations manage the complexities of ‘the space of flows’ well, which helps them shed the restrictions of time and space. The stream of data and capital withdraws itself from government supervision, which consolidates the power of large corporations.

Privacy: monitoring the net
In his trilogy The Network Society, Spanish sociologist Manuel Castells describes how internet helps people exchange information and money faster, within what he calls ‘the space of flows’ and ‘timeless time’. Where in the past people were dependent on each other’s proximity for interaction and transaction, the internet offers an opportunity to distribute large amounts of data and money over large distances. With extensive casuistry he shows that especially large corporations manage the complexities of ‘the space of flows’ well, which helps them shed the restrictions of time and space. The stream of data and capital withdraws itself from government supervision, which consolidates the power of large corporations.
information collected on one person in one atmosphere, for example the atmospheres at work, at home, in medical or consumerist atmospheres, can easily cross into another atmosphere. This way, a person can become known in a different context from the one he wishes. For example, think of a spicy You Tube film that surfaces during a job interview, medical information that ends up in your circle of friends, or spending behaviour that turns out to be interesting to investigation services.

Privacy is an ambiguous concept. It can be defined as 'the worthiness of protection of personal space' or 'the right to be left alone'. This right may seem self-evident, but it is not. In social traffic it is necessary to have a certain amount of information on each other in order to communicate and deal with each other. Total anonymity is practically impossible in our information society, but it is desirable to have some say over who knows what about you. Privacy is therefore not an absolute concept, but a relative one: it depends on the context and is subject to change over time.

In the 1960s and 1970s, sensitivity to privacy in Europe and the US increased, not only with action groups and progressive citizens, but also politically. In the Netherlands, the 1971 census went hand in hand with many social protests, and the 1981 census was never even carried out.

Privacy: may you and can you check out?
In the privacy discourse we can also see reflections on time and space. If you go on the net, you will leave traces which remain visible to others for a long time, across large distances. Here lurk the dangers of ‘atmosphere crossings’. Because digital media ignores limits of space and time,
Experiences from the Second World War played a large part; indeed, the registration of personal data had speeded up the persecution of the Jews. A call for the protection of privacy caused a discussion on the inclusion of privacy as a basic right. This led to the addition of article 10 to the Dutch constitution:

1. Everyone shall have the right to respect for his privacy, without prejudice to restrictions laid down by or pursuant to Act of Parliament.
2. Rules to protect privacy shall be laid down by Act of Parliament in connection with the recording and dissemination of personal data.
3. Rules concerning the rights of persons to be informed of data recorded concerning them and of the use that is made thereof, and to have such data corrected shall be laid down by Act of Parliament.

This constitutional amendment led to the Data Protection Act in 1988. Debate flared up again when the European guidelines from 1995 had to be translated into national legislation. In 2001, the Data Protection Act was amended and became the new Dutch Data Protection Act. In this act it is established when something can be considered personal data and what requirements its processing has to adhere to. For instance, details such as name, address and date of birth may only be registered when this is ‘necessary’; it must be clear who manages this data; this must be done in a just and discrete manner, and the person whose data has been collected must be offered an opportunity to have a look at this data and be able to change it. Since then, this act is being regulated by the Dutch Data Protection Authority.

Fair Information Principles

Every European nation has its own law on the protection of personal data, but they are all a national interpretation of the same European directive: the EC Directive 95/46/EC on the protection of individuals with regard to the processing of personal data and on the free movement of such data. The principles underlying this directive are, to a large extent, similar to the Privacy Guidelines adopted in 1980 by the OECD. In this study we focus on how people think personal data should be managed in daily life. We therefore extract the principles from the legislation in order to analyse how they would work in practice. Building on the work of Rotenberg (2003), Schermer (2007) summarises these principles as follows:

Collection Limitation Principle
Personal data should be obtained by lawful and fair means and, where appropriate, with the knowledge or consent of the data subject. Furthermore there should be limits to the collection of personal data.

Data Quality Principle
Personal data collected should be relevant to the purposes for which they are to be used and when used should be accurate, complete, and kept up-to-date.

Purpose Specification Principle
The purpose of the collection of any personal data should be specified no later than at the occasion of change of purpose.

Use Limitation Principle
Personal data should not be disclosed, made available, or otherwise used for purposes other than those covered by the purpose specification.

Security Safeguards Principle
Personal data collected and used should be protected by reasonable security measures to minimise the risk of unauthorised access, destruction, use, modification or disclosure of personal data.

Openness Principle
There should be a general policy of openness about developments, practices and policies with respect to personal data. Means of establishing the existence and nature of personal data, the main purposes of their use, as well as the identity and residence of the data controller should be readily available.

Individual Participation Principle
A data subject should have the right to obtain confirmation from a data controller whether his information is being processed. Furthermore, the data subject has the right to have this information communicated to him within a reasonable time, in a reasonable manner, and in a form that is intelligible to him. If such information cannot be communicated, the data subject must be given reasons as to why it cannot be communicated, as well as the right to challenge this decision. Finally, the data subject has the right to challenge data relating to him, and if successful, have it erased, rectified, completed, or amended.

Accountability Principle
The final principle holds data controllers accountable for complying with measures that give effect to the above stated principles.

However, users of the net cannot always appeal to their privacy. The Dutch Data Protection Authority knows exceptions where safety is concerned. Therefore, investigation services fall under a different regime in the case of personal data use.

Since 2004, telecom providers are obliged by law to help investigation services to internet traffic information; in other words, who was where on the net, and when. This is the so-called data retention directive. On 7 July 2009, the Dutch Senate passed the Data Retention Act. Providers of public telecommunication networks and services are obliged by law to retain traffic and location data for a period of twelve months, in aid of locating and prosecuting serious crime. Each time that you connect to the internet, telecom and internet providers must save, amongst other things, your name, address, town of residence, IP address, login name, telephone number, date and time of login and logout, and the internet services you used. It concerns so-called traffic and location data, not the contents of the communication or the conversation. This is an implementation of the European guideline Data Retention, which states that data must be kept for a minimum of six and a maximum of 24 months.

Lastly, there was the amendment in the Dutch Passport Act, where biometric characteristics in passports (digitalised facial scans and finger prints on the RFID chip) are saved in a central location and may be used for criminal investigation. On 11 June 2009, the Dutch Senate amended the Passport Act with respect to the reorganisation of the administration.
of travel documents. According to State Secretary Bijleveld, ‘the choice
for an on-line, central administration of travel documents is fundamentally
inspired by the necessity to make the processes of applying for and issuing
Dutch travelling documents more reliable’.28 But as stated under article 4b,
biometric data can also be used for ‘investigating and prosecuting criminal
offences’ and ‘conducting research into acts which pose a threat for the
security of the state and other significant interests of one or more lands
in the Kingdom or the security of allies’.29 The expansion of the powers
of criminal investigation met with little resistance (see case study
Street images).

The list of measures is far from complete, but we do believe the Nether-
lands has been more willing than other European countries to make personal
data available for police investigation. Surprisingly enough, the introduction
of all these measures go hand in hand with little political and social debate.
The supervising net is embraced by citizens and politicians alike.

Identity Management: Giving and Taking Control

Privacy in public space
Is there attention for the influence of the digitalisation of public space on
privacy? As not only more information becomes available about who does
what, but also about where and when this person does this. An interesting
point that arises here is that people usually log on to the net from their
private spaces. Public space clearly is not private. What is the significance
of the transition from being on the net to being in the net, in particular for
the way that citizens experience their privacy? In other words, how can
citizens protect their private lives in a public space?

In current European and Dutch policymaking circles we especially see
discussions on the use of RFID: Radio Frequency Identification. These small,
remotely readable chips are used to identify smart cards and products.
The chips can be used as a replacement for barcodes in order to trace
goods in the logistics chain, and, once sold, to inform the consumer about
the product. With smart cards, the chip can give each card a unique number
and store information on the cardholder, such as personal data or credit.
Each time the chip is read, for example upon granting access to something
or upon completing a transaction, data on the user is stored. Perhaps
what most led to privacy objections is that the chips can be read from
a distance, possibly also by people who have no authority to do so. In this
way, thieves could be able to tell if someone is carrying something valua-
ble, and market researchers would see the kinds of products someone
buys. However, because of the restricted reading-distance of the chips
– a few centimetres to a few metres – chances of this happening are lim-
ited. Moreover, most RFID chips only emit a number, which only becomes
meaningful in connection with the database of whoever supplied the chip.
Nevertheless, monitoring people with microchips fuels the imagination
and RFID has greatly boosted the privacy debate.

Euro officials Reding and Santucci have conducted various expert
meetings and public consultations on RFID and privacy. In the Netherlands,
especially the Ministry of Economic Affairs is active on this file, assisted
by the advice of the Data Protection Authority, the Consumers’ Union,
ECP-EPN and the Rathenau Institute. Here, too, the ambiguity between
empowerment and privacy surfaces. RFID is seen as a promising technol-
gy, as long as privacy is safeguarded. The chips are convenient and help
us monitor logistics chains and make them more efficient. However, as
soon as the chip’s number can lead back to a person, the Data Protection
Act must apply. This called for some proposals for measures, such as the
obligatory switching-off of chips in purchases or the application of labels
to show customers that something contains an RFID chip. The use of RFID
information by investigation services is taken for granted and only discussed
within academic and activist circles.

A wide social discussion on the privacy aspects of the digitalisation of
public space is therefore not yet taking place. Today, the use of CCTV and
digital wicket gates is experienced as a natural part of society. That the
scanning of mobile traffic data not only traces who calls whom, but also
where and when, likewise caused little turmoil in the Netherlands.
The goal of the European PRIME project (Privacy and Identity Management for Europe) is: ‘individual’s sovereignty over their personal data’, and ‘to enable individuals to negotiate with service providers the disclosure of personal data and conditions defined by their preferences and privacy policy’. In this interpretation of Identity Management, elements of empowerment (autonomy over personal data) meet elements of privacy. However, the sociological side largely lacks in definitions. We are speaking of the social image that other data system users get on a given person based on the data in that system. That constructed social image consequently leads to a judgement: has that person paid, does he get access, and so on. Through the use of data systems, people get an increasingly richer virtual identity next to their physical identity – in other words, an identity that is visible to other users within the system, irrespective of time and space. This identity does not necessarily need to be linked to the name of this person. It can be a number with which someone logs in, which, although it may not be a formal piece of personal data, will still have consequences for that person: price differentiation, denied access and so on. A rich identity offers users empowerment: he may get access to information and services in the system, because his identity helps others in judging him. However, if this identity does not correspond to how the physical person behind it wishes to be known, or if the wrong person has access to this identity, he may be judged in an undesirable way and his privacy is at issue. If you log into a shopping website, for example, you would like to be known as the customer who, in the past, has always paid his bills on time and values certain offers. However, if your identity leads to the seller’s suspicion, or to unwanted advertising, something went wrong. The importance of good Identity Management does not only mean that someone is known, but especially how and by whom. A social constructivist vision on Identity Management, therefore, emphasises that people must get grip on the way in which they provide each other access to information that leads to mutual judgement. There must be a good balance between giving and taking control – privacy and empowerment.

Identity Management in this Book

Check In / Check Out researches in what way Identity Management takes place in our digitalised public space. We will do this referring to five cases – contactless smart cards in public transport, ‘networked’ driving (think GPS and pay-as-you-drive), Near Field Communication, CCTV, Google Earth and Street View – and a chapter in which we sketch the future scenario of a
Living Map. Within the framework of these cases, we compare and contrast the Dutch situation with international examples, especially from Europe and Japan.

In the first case study, Gated Stations, we describe a network of wicket gates within which contactless smart cards make your travelling behaviour transparent and checkable. Identity Management is then about deciding who may link the number on the card to your name and who may look into your travelling data. While many big Asian cities implemented these systems just to speed up the flow of travellers and let it run next to other systems, the Dutch are aiming towards a single, national control system. In doing so, they are confronted with an ever growing resistance. In an attempt at resolving the controversy we encounter many kinds of Identity Management issues.

In Networked Cars, we discuss the many parties that use systems to see where your car is, to charge you for the distances you travelled, to show you the way, and to avoid traffic jams. Proposals by the Dutch government for dynamic roadpricing systems during the last 20 years have failed, while the Dutch company TomTom is world leader in car navigation devices. It appears that the government division on traffic management is becoming increasingly dependent on businesses like these, and many objectives for tracking cars are confusing. You no longer know who knows what about you and your car, and at the same time, options are limited for you to manage your identity yourself.

In Money Mobiles, we describe a network of mobile phones that read out their environments. Paying with your mobile, opening doors, and retrieving information from a film poster: it’s all possible with Near Field Communication. NFC is an interesting case indeed, because with this, information is linked to your location through various technologies: GSM, GPRS, internet and RFID. Providers do this in order to gain more insight into and control over your purchasing behaviour. However, if so many technologies and organisations are being linked to each other, it becomes unclear who manages your identity. Although more than half the Japanese phones have this application, it is still rather unknown in the rest of the world. We therefore contrast the Japanese system with international developments and some pilot projects in the Netherlands.

In the case study Street Images, we take a look behind the scenes of CCTV. We see how a network of images is created. Whether streets, stations and tunnels are becoming safer because of the cameras is hard to verify; nevertheless, the demand for surveillance is big. We see that the number of cameras is increasing, they are becoming more intelligent, images are being exchanged within larger and larger networks and citizens, too, more often provide images. As a passerby you create an identity in these systems, but the person who watches you within the system must also be identified. This chapter shows how the regulating watchful eyes are regulated themselves.

In Geoweb, we describe how the surface of the Earth has been digitally captured by satellite imagery and aerial photographs and made publicly available through services like Google Earth. With Street View you can have a digital stroll along any random street. You can use this information to find the way; to gain information on the world around you. But how much of yourself are you ready to relinquish? We describe the roles that Google Earth and Street View play on the net; we will also cover services that provide live information on digital public space.

The Living Map is a case on a possible future. Imagine that all data from digital public space could be placed live on a map. Who would be allowed to see this? What would you like to see yourself? Design sessions with citizens, experts and governmental officials resulted in many possible applications. Still, more important is how they evaluated the digitalisation of public space and what it means for them to have entered this new phase in the information society.

In the closing chapter we draw our conclusions from the case studies and sketch Identity Management in the net. What kinds of trends can you expect? How should your identity be managed in digital public space? We will provide a series of design principles that will help shape this new phase in information society, so not only businesses and authorities, but also you as a citizen, will receive optimal benefits.
NOTES

11. Interview Christian van ‘t Hof (20 August 2010) with Songlin Feng, president of the Shanghai Advanced Research Institute.
13. You can create the codes for free at: http://qrcode.kaywa.com/
17. In his later work, The Internet Galaxy (2004), he pays attention to what he calls: ‘The geography of the internet’. Current centres of power, especially in large Western cities, appear to have better networks than other cities. In short, even though data can be exchanged from everywhere and at all times, power will remain where it is.
24. Xs4ALL. ‘Wat er bewaard moet worden onder de bewaarplicht’. Source: http://www.xs4all.nl/opinie/wat-er-bewaard-moet-worden-onder-de-bewaarplicht/
35. Source: https://www.prime-project.eu
Case 0001
Gated Stations

Christian van 't Hof
‘...one closed off national control system, where all travellers will be linked to a 16-digit number...’

Smart Cards as the Key to a Digitalised Public Transport

During the last decade, many big cities throughout the world shifted from tickets to smart card based systems in public transport. Travellers do not only pay with their cards, they check in and out of a network with a unique number. While most of these systems are only used for transactions, the travel data are sometimes used for other purposes too, which, in some cases, led to public controversies. The case of the Netherlands is unique in that regard. The Dutch aim for one national system for all public transport and to use it as a control system too. Also, the Netherlands has a tradition of open public debate among many stakeholders before reaching a decision – the so-called polder culture – which brings all controversial issues out in the open.

This case study shows how digitalised public transport can provide public transport companies with valuable information on their customers and means of control. It also shows the importance of civil counterforces in giving the users of a system a voice. Still, as the means to empower the users of the system were mainly neglected, Identity Management boils down to privacy issues concerning personal data, and who should be allowed to use this data and for which purpose. Still, the aims of the transport companies will only be fulfilled when all travellers in public transport use only this one system. It remains to be seen whether this will ever happen.
The Digitalisation of Public Transport

In the digitalised public transport you don’t just buy a ticket, you check in and out with a RFID smart card. Other than paper tickets, coins or magnet-ic cards, these systems allow transport companies to track the locations where travellers get in and out of public transport vehicles or stations. This solves at least one problem: if travellers buy their tickets at one company, but travel with another, the system can calculate who needs to pay whom. Moreover, these systems promise to speed up the flow of travellers, as transactions are made by just swiping a card on a reader. It is therefore at the most congested transport hubs where we can see these systems being applied first: Hong Kong, Tokyo, London and the Netherlands. Although these systems all work on similar technologies, we observe many cultural differences in their implementation.

Efficiency in transactions

Hong Kong was the first. Their Octopus system was launched in 1997 and promised to speed up transactions and bring an end to the problem of coin shortage. Due to its success, it has been an example for the rest of the world ever since. The card contains a FeliCa RFID chip from Sony. It can be an anonymous prepaid card or a personal one linked to a credit card. Travellers can also opt for a discount card that only registers whether they are under or above a certain age, without containing any other personal information. Another trait is its interoperability: personal-ised cards can also be used as access key to enter buildings. Students use it to record their attendance and library loans. The latest figure on its use was 20 million in 2009.

The biggest in the world are currently the London Oystercard and the Japanese SUICA: both with about 30 million users. The SUICA, or Super Urban Intelligent Card, also contains the FeliCa chip and was launched in 2001 by JR East. It can be used at all hundred and one public transport providers in the Tokyo metropolitan area (train, subways and buses). The main objectives of these public transport providers were efficiency and convenience: speeding up the flow of travellers and providing them a new means of payment for other purchases too, such as food and services around the stations. A particular feature here is the Mobile FeliCa, or a chip that is integrated into a mobile phone. (See case study Money Mobiles)

One system for everything

The prime motivation for Dutch public transport companies to go elec-tronic was to get rid of the paper ticket. In the Netherlands, a paper ticket was and still is used, on which a set of zones could be stamped off; the so-called ‘zone card’ or, in Dutch, the ‘strippenkaart’. Travellers can buy this card at one public transport company and use it at another. As a result, the travel companies needed to come up with a very complicated key to annually balance incomes and costs amongst each other. The electronic

RFID as key to the digitised public transport network

Countries may differ in the way they implement electronic payment systems in public transport, but the technology behind it is quite similar. What you see as a traveller is your smart card and a range of reading devices placed at the bus drivers, the turnstiles of the subway or entrances train stations. What you don’t see is how a small chip inside your card exchanges numbers with a complex net-work behind the readers. This is how it works.

The key technology is RFID, which stands for Radio Frequency Identification. The card contains a RFID chip, which is a small processor wrapped up in an antenna that serves as a coil. If the card is in the proximity of a few centimetres of a reader, it catches its signal (13.56 MHz) and uses it to generate energy for sending back a signal. When both devices recognise each other, data is exchanged: the ID of the card and reader, time, transaction, etc. The location is determined by the station it is at, or the GPS coordinates of the vehicle. Some readers, like those in London busses, work with fixed tariffs, and deduct a certain amount of money from your smart card once you check in. Most readers first deduct a higher price from the card and give a partial restitution when checking out. Readers also contain black lists of cards that might be stolen or tempered with.

The network behind the readers consists of different layers. The reader first stores the data exchange on its local database, from which it is transferred periodically to the database of the transport company and finally to a central database. This so called buffering of data is essential for making the system fast and robust. Transactions are quicker, because the data is only exchanged locally. In case of a network disruption, data is not lost as it is always stored in one of the databases in-between. The system cannot provide a live image of all transactions, as there is always a time lag of one or two days between the transaction and the centralised exchange. In case of the Dutch public transport smart card – the so-called OV-chip card.

In the Netherlands there are three kinds of OV-chip cards: a disposable ticket, an anonymous card and a personal card. The cards contain a MiFare Classic chip of 4 kB, which is divided into 40 sectors, each with its own encryption key. It contains information on the value stored, where the card is purchased and the last ten trips (location, time, vehicle and price). Personal cards also store a date of birth. Name and photo are only printed on the card, not stored.

The ID of the card consists of a unique number of 16 digits. This is your ID, which is managed by the transport companies. If you use an anonymous card, you are just a number along with your transactions. In the case of a personalised card, the 16 digit number can be linked to your name, address, date of birth, social security number, photograph and the like. Who is allowed to connect these IDs and under what circumstances has been a matter of continuous debate.

Money Mobiles
system does this automatically, on a daily basis. Travellers find the electronic system easier too, as they do not have to calculate their travel zones before hand; rather, they just check in and out and have the calculation made for them.

Plans for using a smart card within the Dutch public transport system started in 1999. This smart card is called the OV-chip card, where OV stands for public transport, or, in Dutch, 'openbaar vervoer'. The initiative was led by three municipal transport companies (RET in Rotterdam, GVB in Amsterdam and HTM in The Hague) and Connexxion, a regional bus company. When the Dutch Railways, the NS, also joined, the plan evolved to one system for all public transport in the Netherlands. To execute all transactions, they formed the consortium Trans Link Systems.

With one national digital system, besides the fair exchange of incomes and costs, other functions and ambitions could be added. First, the system would allow for more price differentiation, for example, an increase in prices during rush hour and a decrease in prices during off-peak hours. Secondly, data on travellers opens up opportunities for direct marketing. If people visit a station often, local businesses can give them offers to attract them. Travellers could also be advised to buy season tickets.

Finally, and most important for at least the NS (Dutch Railways) and the RET (Rotterdam), the OV-chip system would solve many security issues. Fare dodging is a common problem in the Dutch trains and subways. The companies not only lose money on people who do not pay; many fare dodgers show much aggression once they are discovered and forced to pay the fine. Also, stations in the Netherlands tend to attract many homeless people, drug addicts and vandals. Gated stations, accessible only after a valid electronic transaction, would then be a place for paying and well-behaving travellers only.

These ambitions can only be achieved once the system is totally closed off with gates where travellers check in and out. The city of Rotterdam was the first to have fully closed off public transport, on 29 January 2009. This satisfied RET, since running two systems side by side was costing 200.000 Euros a month. Amsterdam followed on 27 August 2009. Both are now able to beat fare dodging and count all identities checking in and out of their systems. It is still an ambition to make the whole Dutch public transport system closed off. But other than in the big Asian cities, where just one company lays a new system next to the old one, implementing a single Dutch national system depends on the cooperation of a complex constellation of many parties, and it is bound to lead to public controversy.

**Public controversy**

Dutch political culture is characterised by open and lively public debate. Moreover, it is normal to involve various stakeholders in developing public policies. As a result, civil organisations, which in principle have little formal power over a certain policy making process, can have an important voice in the media and the political debate. The development and implementation of the Dutch OV-chip card illustrates this Dutch political culture, since it is surrounded by the involvement of many societal organisations and public controversy.

Dutch public transport companies are linked to local, regional and national governments through licences, infrastructure and grants. For example, NS received 500 million euro from the Dutch Ministry of Public Transport and Waterworks in 2001 for the implementation of the card. This ministry also sets the rates for travel prices through the Persons Travel Act, as do the municipalities for the local companies. This constellation...
The first trials started in 2004 with Connexxion busses in southern regions, and in 2005 also on all public transport in and around Rotterdam. Amsterdam followed in 2006. By then, a constellation of many civil organisations form the National Consumers Council (Landelijk Consumenten Overleg). They file a pamphlet, stating their demands. The OV-chip card should make travelling easier and not more expensive. Price differentiation and calculation should be transparent. Public transport should remain evenly accessible for vulnerable groups such as the elder and handicapped. Sufficient service levels should remain and the system must be reliable for travellers (no malfunctioning). They also state that traveller privacy must be guaranteed. After some deliberation, the council concluded in January 2007 that none of the demands were met. Ever since, they promote the idea of a dual system: let the old system run next to the new one and let travellers decide which one to use.

Meanwhile, another party joined their ranks: the Dutch Data Protection Agency (DPA). In its statement ‘Privacy and the OV-chip card’ from 10 November 2005, the agency urged transport companies to comply with the guidelines of the Data Protection Act. Their message was taken up by the media and parliament, urging the minister to take appropriate action. The transport companies responded with a code of conduct for the handling of personal data, which was filed at court on 21 June 2007. The DPA continued its investigations and discovered that the GVB in Amsterdam was using too much personal data in inappropriate ways and filed a complaint at the Ministry of Transport. The GVB was forced to lower their marketing efforts and take better care of securing personal data. From then on, the DPA is allowed to audit every transportation company every two years.

As the new system was used more frequently and in more places, another problem came to light: many travellers who check in at the bus, tram or train, forget to check out again. This leads to higher prices, as the system first deducts the highest possible fare (4 Euros on trams, buses and subways, 20 Euros on trains) at checking in and calculates the real price at checking out. If travellers discover they paid too much, it is difficult for them to get their money back. Numerous accounts are reported in the media. The exact amount of so-called ‘unfulfilled transactions’ is difficult to calculate, but sums up to quite some money. For example, the municipality of Rotterdam claimed that only 0.44 per cent of all transactions were unfulfilled. According to research by the Green Party, it amounts to 2.5 per cent in Amsterdam, or 6.6 million travellers, amounting to 12.5 million Euros annually.

Subscription card holders also faced problems, as they generally don’t check in and out. They feel they have already paid and see no point in performing the transaction. To the transport companies however, their 16-digit number escapes their monitor, leaving them with incomplete management information. They therefore decided to fine these travellers 35 Euros for fare dodging. Besides the fact that this is perceived as unfair, it is also a question whether this is legal.

Other problems arose when the transport companies started to close off the stations and make them gated. Some claimed the gates were hostile to people with disabilities. Others claim they may trap crowds in case of an emergency. Moreover, closing off a station is also perceived as privatising public space. In the city of Leiden for example, the station is a gateway between two sides of the city, which can only be bypassed through some faraway, dark tunnels. Protest Groups therefore held actions at the station on 14 March 2007. Local politicians joined in and stated towards the media, ‘away with the gates’.

Finally, computer scientist succeeded in hacking the system at several occasions between May 2007 and March 2008, proving important leaks in its security. The Dutch parliament then decided to put the implementation of the card on a temporary hold. Huizinga, then Secretary of State and responsible for the project, almost lost her post in the controversy and came up with a ‘plan of attack to beat the negative image of the OV-chip card’ on 29 February 2009. She addressed the issues of the card’s security, its pricing, privacy and, most importantly, who will lead the project. Making stations gated remained on the agenda, but she refrained from mentioning a date. Then the Dutch government fell. Yet again, transport companies were on their own against an ever-growing civil resistance.

Managing Identities in Digitalised Public Transport

The Dutch case of digitalised public transport teaches us how the identities of travellers can be used for many purposes, and what exactly is at stake. Privacy issues revolve around the use of travel data for marketing and police investigation, while identities can also be forged by computer experts. The Dutch seem to accept the concept of digitalised public transport as a means of control. In practice, Identity Management therefore boiled down to privacy issues, with few opportunities for user empowerment.

Opting in or out for direct marketing

Direct marketing is a form of advertising products or services to a specific individual instead of broadcasting it. In the digitalisation of public space, businesses get increasingly specific insights into the behaviour of people, which provides them opportunities for targeting them more specifically. To prevent citizens from being hassled all the time, the Data Protection Act applies. This Act states that personal data should only be used if strictly necessary, and if the person in question is informed about it.
After years of public debate and the mediation of the Secretary of State, the DPA and the transport companies came to the following agreement. Naturally, name, address, gender and age are perceived as personal data. In case of the OV-chip card, travelling data as well as the 16-digit number are considered to be personal. Travellers can now read on the OV-chip card website what is actually happening with their personal data. Only the consortium Trans Link Systems has a total overview of all data, but they are not allowed to do any marketing. If you bought a personalised card at one of the transport companies, they have to delete your personal data after sending it to Trans Link Systems. Only if you purchased a travel product (e.g. a season ticket) can this company monitor your travel behaviour and send you marketing. If marketing involves advice about travelling, this is seen as necessary for the company's business and an opt-out regime applies. For all other marketing efforts, the transport companies need to adhere to an opt-in regime.

This controversy is in sheer contrast with the Japanese situation. Japan recently gained a Data Protection Directive too, but it is merely enforced. Being a 'shaming culture' instead of a 'blaming culture', companies go great lengths to stay in their customers' favour. In 2003 and 2004, a number of articles appeared in Japanese transport magazines about the possibilities for personalised marketing with the SUICA. In these articles, the authors speculated on the possibilities of personalised offers on the basis of a client's travelling history. When we confronted JR East with these ideas, they told us expressly that they were not planning on using the SUICA-databases for marketing purposes anytime soon. JR East fears a scandal if users feel that JR East is misusing their data, whether justified or not.

Hacking the card

Information security is a continuous battle between those who apply cryptography to prevent unwanted intrusion on information systems and those who take enough effort to crack the code. Any information system can be hacked, as long as you take enough time to find the key. At the start of the OV-chip card project, the cryptography of its chip was seen as sufficiently secure. But as the system became more widely used and more notorious, so did its appeal as a hacker's trophy. The first successful hacks were the single use cards, which have a lighter security level. Next were the chips on anonymous and personalised cards, the MiFare Classic from NXP. On 7 March 2008, the Digital Security Group at the Radboud University Nijmegen succeeded in solving the cryptological puzzle and got access to the card. They were able to read the cards, find out the users' travelling behaviour and manipulate its deposit value.

Hacking the MiFare Classic wasn't about getting free rides on buses, it was about showing serious flaws in the security of a chip of which NXP already sold about a billion and which was also used in access keys for governmental buildings. Professor Bart Jacobs, leader of the DSG, therefore took a more careful approach. He first warned the Dutch security
Travel data for police investigation

Travel data are of interest for police investigation and, as described in the first chapter, legislation is continuously being adapted for this purpose. Can police use data on people checking in and out of digitalised public transport? As a matter of fact, they do. Still, it is debated under what circumstances they are allowed to and for what purposes.

The first reports on the London Oyster Card in 2006 were made by The Observer. According to this British newspaper, the London police are very interested in using the journey data that are stored about travellers who use the Oyster card. Already in January 2004, a total of 61 requests were filed in that month alone. In a response, a spokesperson from Transport for London stated that ‘a very few authorised individuals can access this data and there is…no bulk disclosure of personal data to any law enforcement agency. If information is disclosed, it is always done so in accordance with the Data Protection Act after a case-by-case evaluation.’

This response reveals a very fundamental point: security services can demand the Oyster records of specific individuals under investigation to establish where they have been, but they cannot trawl the whole database to see whether someone might show a particular profile. During our visit in Japan, we also enquired whether the Tokyo police would use travel data. While no official data are available, both JR East and the police department acknowledge that it happens.

With this knowledge, we went to the Dutch public and politicians. On 4 April 2007, Rathenau organised a public debate together with ECP on RFID and privacy. The question was raised whether data can be used for police investigation. Members of the Socialist Party and the Labour Party claim this was not the purpose of the card. Right wing politicians from the Christian Democrats and the Liberal Party, however, claim that police should make use of all data available. Crime fighter Fred Teeven from the Liberal Party even proposed a fully personalised system, ‘to keep criminals out of public transport’. This statement was used in an opinion poll later on.

Outside the scope of the media, a first incident took place. On 6 May 2007, a woman was harassed at one of the metro stations in Rotterdam. The prosecutor therefore claimed all the travel data from that station on that night. They were allowed to do so, due to the Dutch laws on police enquiry. In the court case that followed, TLS claimed the prosecutor was not permitted to also see all the photographs of the card holders, as this is defined as ‘sensitive’ data from which ethnicity or religion can be deduced. Therefore, the photos had to be returned, but the police did get all the other data.

Public responses

The success of electronic payment systems in public transport is generally stated in terms of the numbers of travellers willing to switch. SUICA and Octopus show rapid growth rates that demonstrate the acceptance of the cards. This does not work for the Netherlands, as the transport companies aim for a single system only, with no option other than to use the OV-chip card. Another source for measuring acceptance is to analyse the complaints that these systems receive. Finally, surveys were held which reveal that travellers do accept the principle of gated stations, but are critical towards the way the OV-chip card is implemented.

The Japanese SUICA can be seen as a success in terms of the acceptance of travellers. Not only did sales figures exceed the expectations of JR East; the number of complaints is nearly negligible. A visit to the National Consumer Affairs Centre revealed that of 1.1 million complaints that they received in 2006, only 93 were related to IC cards in general, among which SUICA. That equals to less than 0.01 per cent of total complaints. In a system with more than 10 million daily uses, that’s fairly slim. An essential aspect of the SUICA system that helped its adoption was the presence of railway staff at the ticket gates.

The Netherlands show a very different picture. User rates grow too slowly, leading to all sorts of discount offers to attract people to use the cards, while people with a subscription even receive an OV-chip card unasked for. Rotterdam had to execute tremendous force to get all travellers to use the card, as they wanted to close off stations on 29 January 2009. At the beginning of the month, only 30 per cent were using it, while the last 40 per cent of them only switched on the last day. Since then, there has been no alternative way of paying. A count of complaints also shows a different picture. The national office of the OV-chip card itself receives about 700 a month, while the OV-chip complaint site of the Dutch Green party gets about 1000 per month.

Public surveys, however, show a more nuanced image. Research by the Rathenau Institute shows that people generally see the advantage of the system, but they are slightly disappointed in its daily practice. In our survey, 64 per cent considered the card positive, while 11 per cent were
It remains to be seen if these travel data will also be used for data mining for suspicious profiles or petty crime. One important omission in the Dutch approach is user empowerment. What do travellers gain from all this? Their 16-digit identity could have served all sorts of purposes. Payment is not made easier; rather, more difficult. People forget to check out and end up paying more. Season card holders, who could previously just take a seat, now also have to check in and out. Using the card for other transactions, like in the Asian systems, is still not possible. A best pricing system (e.g. automatic subscription and travelling free of charge after a number of similar trips) was once promised, but is currently far away. Getting a full on-line overview of all your trips, for example for invoices, has only recently become possible. Finally, providing an on-line overview of travel congestion for enabling travellers to decide on their best travel behaviour may just remain a mere future vision. This will only occur once the whole nation has shifted to one system that works. It is an open question whether it ever will.

We therefore posed questions on whether the OV-chip card should be used for police investigation. When it comes to tracking suspects, 72 per cent agree, while 18 per cent disagree. For tracking witnesses, 62 per cent are in favour and 24 per cent are against it. A majority of 58 per cent agreed with and 16 per cent were against a statement about aiming for a totally personalised public transport ‘in order to keep criminals out of public transport’. This indicates that the Dutch seem to accept the concept of digitalised public transport as a control system.

Privacy issues mainly resolve around hacking, marketing and police investigation. Dutch computer scientist demonstrated that identities can be forged. Although it did not turn out to be a criminal business case yet, it does show how important it is to involve these experts from the start before actual criminals catch up and do real damage. Concerning marketing, the Dutch case is also interesting. While JR East refrains from marketing, as it is perceived as offensive, Dutch transport companies pushed the edges of the law. This resulted in an opt-out for travel products and an opt-in for other advertisements, only by the transport company who provided the product. This is now also clearly stated in their privacy statement. If people want to opt for anonymity, it has its price. While travellers in Hong Kong can opt for an anonymous Octopus subscription as ‘elder’, ‘youngster’ or ‘student’, the Dutch OV-chip card only provides discounts on a personalised basis. Finally, some cases of police investigation occurred in all these systems, but only in case of individual suspects of severe crime.

It will all Dutch stations be gated, or not?
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Case 0010

Networked Cars

Christian van 't Hof, Rinie van Est and Selene Kolman
For long, automobiles were isolated vehicles that drove around on roads. However, many Dutch cars are currently equipped with mobile telecommunication, satellite navigation and sensors, turning them into driving computers. Meanwhile, the roads, too, are being digitalised. Sensors, antennas and cameras track vehicles for traffic management, security and, eventually, dynamic road pricing. The automobile becomes a moving, networked terminal.

How is the identity of cars and their drivers managed in digitalising Dutch road networks? We will first describe how the Dutch government has tried to implement dynamic road pricing, making use of different technological options to get cars into the network, and failed. We then turn to businesses that did succeed in getting cars on-line and how they have been managing their identities. The section on the future of network cars sketches some public-private partnerships that lay ahead and IDM issues that still need to be resolved.

This case study shows how important it is to take anonymity as a default setting; not only to protect privacy, but also to empower drivers. Data on moving vehicles gathered by both governments and businesses can be reused to inform drivers on the situation on the road, as long as the data is disconnected from specific persons or vehicles. It also demonstrates that people are willing to be tracked, as long as there is something in return and they have a choice in the kind of system they use.
According to the Dutch Mobility Act (2004), mobility is ‘an achievement which provides people the opportunity to develop themselves and relax’. This achievement will also cause fatalities, congestion, environmental damage and noise. Traffic jams are seen as a big burden: economically, socially and ecologically. Meanwhile, road traffic is also an important source of income for the state, as only part of the billions of taxes are used for road maintenance. The question of how to balance an individual need for mobility with the collective costs and benefits has triggered fierce debates over the last decades. Just building more roads has not proven to be the final solution: it just attracts more traffic. Dynamic road pricing is therefore seen as one of the solutions. You pay as you drive: more if it is rush hour or if you are on busy roads, less if there is space available. As sound as this principle may be, it has proven to be difficult to implement in practice.

Many congested cities have adopted this principle for their traffic management. One of the frontrunners was Singapore. Toll ports were already implemented in 1975 and they were replaced by electronic versions in 1998. Cars were equipped with a RFID chip from which readers deduct a payment according to the road and time of day. This system is comparable to the French Liber-T system which was implemented in 2005. London is a particular example: the congestion charge programme, dating from 2003, also has the aim to prevent traffic jams by dynamic pricing, but uses automatic number plate recognition. Hereby, not only the car, but also its owner is identified.

In the Netherlands, the idea of dynamic road pricing ('rekeningrijden' or 'kilometerheffing') started in 1987, when minister of Transport Smit-Kroes predicted this new, fair system would be implemented in 1995. Succeeding ministers May-Weggen (1989-1994), Jorritsma (1994-1998), Netelenbos (1998-2002), Peijs (2003-2007), as well as Eurlings (2007-2010), were all enthusiastic about the idea, pushed it forward in a myriad of ways and even implemented some bills on dynamic road pricing. Still, all failed to implement it.

In order to calculate the price for use of the road, cars need to be tracked. When minister Jorritsma proposed to equip big cities with toll ports, the Data Protection Agency filed a protest. The system would register where and when someone would enter the payment zone, which is seen as an unnecessary infringement on the privacy of the car owner. The DPA therefore stipulated that the following principle must apply: electronic road charges should be as anonymous as cash payments.

One of the first pilot projects dates back to 1999 and was started by minister Netelenbos. Inspired by the Singapore system, Dutch cars would carry electronic prepaid cards and readers would deduct five guilders once they drove into a big city in the morning. This system could have
Eurlings developed a plan based on the ‘Pay as you drive’ principle and sent it to Parliament in October 2009. Road pricing would be differentiated by time, place and the characteristics of each car in question and fully implemented by 2018. Cars would not only be tracked for payment, but also for traffic management, for example by predicting congestion and informing drivers about it. The plan also involved public transport. Combining a national database on road traffic with one on public transport, both the government, as well as businesses and citizens, would gain a full overview of mobility in the Netherlands, which would lead to more intelligent mobility behaviour. An ambitious plan indeed, but Eurlings forgot one thing: paragraph 9.2 on privacy only mentioned it (the paragraph) needs to be filled in later on. This is because he had not yet decided on the kind of system that would be used.

Since Eurlings’ plans were revealed, the responses in Dutch newspapers and Parliament ranged from cynicism to outrage. Some political parties even proposed to hold a referendum, to have the citizens decide on it. Then, at the beginning of 2010, the already critical ANWB announced a survey amongst their members concerning the plan for dynamic road pricing. Although the questionnaire did not produce a simple ‘yes’ or ‘no’ verdict for the plan, but rather an inventory of arguments for or against it, minister Eurlings immediately announced that the continuation of his plans would depend on the outcome of the survey. It turned out that 68 per cent agreed on the principle ‘pay as you drive’, but a large majority was negative about the way that the scheme would be executed, especially about the way in which driving behaviour would be registered. The figures showed that most people feared that the new system would be too expensive and that they had no guarantees their privacy would be sufficiently protected. Meanwhile, the Dutch government has fallen. The implementation of the registration box in the car awaits yet another minister; or it may just vanish from the political agenda.

Many IdM issues remain unresolved

There are two versions of the ‘box in the car’: a ‘thin’ and a ‘thick’ one. With the thin version, the registration box continuously sends a signal to the administration office, which then calculates the costs for driving based on distance, time, type of road, and so on. To protect the driver’s privacy, specific locations and time are encrypted and not sent to the government. As drivers are being tracked live, they can receive location-based information from service providers. With this thin version, a driver can disable it by jamming the signal, but this can be checked by law enforcers. With the thick version, the calculation is performed inside the box and the result is periodically sent to the administration office. In this version, the driver can travel anonymously, but the box provides fewer services and it is probably more expensive. Fraud with the thick version is technically more difficult, but also more difficult to prove.

Without a clear choice on whether the thin or thick administration...
system will be used and who is going to build and maintain it, privacy issues remain unresolved. According to the Data Protection Agency, the thick version may be more privacy friendly, as no specific time and location data is gathered by the administration office. It also provides drivers with a record of proof, in case the administration office makes a mistake. Still, this version is more expensive and less likely to be chosen if commercial companies will implement the system: they will want to track their customers for location-based services. To secure privacy in case the thin version is chosen, the administrator could calculate the cost and store this instead of the time and location data. Still, drivers then have to trust that this is done correctly, as there will be no record to check it.

Also, there are many questions on the data security of the system. Security expert Bart Jacobs states this nation wide system, which involves so much money, will be a true hacker’s trophy. Mobility expert Huitema from IBM, one of the possible suppliers of the system, claims that ‘the security of our system is comparable to the security standards of the US Army’. According to Rietveld, security expert at Traxion, any system will have to deal with leaks in the mobile communication networks. GSM, GPRS and UMTS all have security holes we still cannot fix. Also, the protocols of the GPS interface are far from secure.

Finally, it remains unclear to what extent police officers may use traffic management systems for law enforcement. The organisation which collects data for traffic management, the RDW (Rijksdienst Wegverkeer), is currently building a live map of all roads with a collection of anonymous dots. Will it be made compatible with identification systems such as the Automatic Number Plate Registration system, turning the dots into identified vehicles? Will the box in the car be treated like a mobile phone and therefore fall under the current data retention directive? Will administration offices be obliged to keep all data on which vehicle has been where and when, in case the police need it for investigation purposes? Or will law enforcement simply make do with current systems already at hand, such as the ANPR and speed cameras?

How companies reuse governmental and personal data to empower customers

GPS consists of 24 satellites orbiting the earth, each broadcasting their own unique signal. If a navigation device catches at least four signals, it’s able to locate the position with an accuracy of a few metres. This position can be plotted on a digital road map, providing real-time location information. In this case, the car is not connected, it is merely receiving signals. A connection is made possible through the mobile phone network, i.e. by adding a SIM card, a processor and antennas to the car and by hooking it up to the GPRS or GSM network. In this way, the car is not only receiving, but also returning data.

GPS navigation was first applied in the US Military, with a distorted signal to secure for defence use only. In May 2000, the US government freed it up for commercial use, triggering a whole host of companies that provide navigation to all vehicles. It started in logistics, where freight and business vehicles were equipped with navigation and a network connection that supported not only their drivers, but it was also used for fleet management. Next came the high-end consumer vehicles, such as BMW’s ‘ConnectedDrive’, dripping down to the lower segments, through either built-in or add-on navigation devices. A staggering growth in sales proves there is a huge market for car navigation.

The world’s leading provider of location and navigation devices is currently TomTom. Headquartered in The Netherlands, this company has over 3,000 employees worldwide. In 2009, TomTom reported €1.5 billion in revenues, a €340 million net cash flow from operating activities, and over 45 million people use their products every day,” Simon Hania from TomTom claims the most important technological trend currently is ‘connecting the car as real-time as possible.’ His company therefore aligned with Vodafone in 2007 to form Traffic Data Service. This is a clearing house for all sorts of data gathered on the road from phone signals, cameras and sensors, for the purpose of generating a real-time image of what happens on the road. It also uses computer models to predict traffic based on speed profiles from the past.

Central to the real-time image are the so-called Timing Advance Reports which TomTom receives from Vodafone. These reports state which mobile phone is connected to which antenna in which area as well as the strength of the signal that received. If someone in a moving car makes a phone call, it can be calculated where the vehicle is located and how fast it driving. Through aggregating data on a number of vehicles, traffic jams can be

Businesses Succeed in Connecting Cars to the Net

Meanwhile, businesses have succeeded in connecting cars to the net. They did so at first by applying the governmental Global Positioning System to civil purposes and developing car navigation devices. Next, they added mobile phone technology for informing drivers through the same box, as well as to track cars and predict flows of traffic. Identity Management
located or even predicted. Subscribers to the TomTom HD Traffic service get this real-time image of road traffic on their navigation device through the GPRS network. It also provides safety warnings, weather forecasts, fuel prices and local search engines powered by Google. At the time of writing, over a million users throughout the world subscribed to this service, using the fused data from 80 million mobile phone handsets. This TomTom driving community generates 22 million kilometres of high definition road coverage in Europe, the Americas, South Africa and Asia-Pacific.

TNO, a renowned Dutch technology research institute, shows that car navigation has a number of positive effects. The technology helps to bring down the travel distance and time and saves fuel and other costs. Navigation also has a positive effect on safety: the device heightens the attention of the driver, while it lowers stress on being lost. From the perspective of empowerment, the benefits therefore seem clear. But how about privacy, especially for those who are tracked without gaining the benefits because they don’t possess a car navigator? What kind of personal data do Vodafone and TomTom use from people? How well is the right to driving anonymously protected?

People who subscribe to TomTom HD Traffic fall under the telecom services law and the Dutch Data Protection Act. These laws state personal data can only be used once the user has given informed consent, which is covered in their Licence Term Agreement. To prevent unauthorised use of the on-board data, Trip logs are encrypted. TomTom also cuts off the beginning and end of the trip, so it cannot be traced to a specific address. To secure the privacy of other road users, Vodafone separates the Timing Advance Reports from any identification numbers of the phone (phone number, IMEI, SIM, etc.). Instead, vehicles are given a random number, which also changes every hour. TomTom only needs to know how many cars are driving on a particular road and at what speed, not who is in the cars. Therefore, only customers who want to be known are identified; others stay anonymous.

Public-private traffic management
Up until now, traffic management in the Netherlands has been a top-down model, based on sensors and cameras on the road. Counting the numbers of vehicles and measuring their speed, the Ministry of Transport has been trying to steer the flow of traffic by changing speed limits, warnings and access to roads. With the rise of networked navigation, traffic management is complemented by a bottom-up approach: through drivers adjusting their driving behaviour according to their live map. These two approaches form the basis for a new organisation: the National Data Warehouse for Traffic Information. This organisation will collect, process, store and distribute all relevant traffic data. According to its director Marja van Strien, 80 per cent of data currently comes from the conventional governmental sensors and cameras, and 20 per cent comes from navigation providers such as TomTom. Soon, the ratio will be the reverse.
Connecting your car to the net

What kinds of devices do we see in cars? What kinds of identification numbers are attached to us and our vehicles? Through which networks do they form a digital identity? From within the car, our mobile phones provide a unique number to the network from our SIM card and IMEI number, and this identifies the device in the mobile network (GSM, GPRS, UMTS or WIMAX). Navigation devices can be networked using the same technology. If they are not connected, they can be hooked up to the internet at home on our computer, uploading our trip logs to the provider. In case of TomTom, this data is encrypted, and the starting position and destination of the trips are cut off. The account for logging on to MyTomTom requires a name, sex and residence. Other personal data are requested but not mandatory. Besides our phone and navigation, the eCall system can also be connected through the mobile network: in case of a car crash it automatically dials 112 for emergency services.13

Around the car, there are also a number of tracking devices. First of all, the 24 satellites forming the GPS system each provide a unique signal which is received by our navigation device. The satellites don't track us; we track them. Nevertheless, the GPS coordinates can be sent to others, using the mobile networks. Antennas for mobile communication track both mobile phones as well as connected navigation devices. Their unique numbers can be used for the administration of the mobile network operator. When used for traffic overviews, devices receive a random number each hour. This function is also performed by sensors in the road and cameras next to the road. Different kinds of cameras and sensors are placed for speed control and are able to scan number plates. These data are managed by the police. Finally, number plates can also be read by ordinary citizens. On-line (through the internet or an SMS service), such a number can reveal the age, value and technical specifications of any given car.

Conclusions

Over the last years the Dutch road system has been turned into a network of connected cars. Mobility has thereby become an Identity Management issue. One could wonder why the government failed in getting the cars connected while companies succeeded in just a matter of five years. TomTom has proven that people are willing to pay and be tracked if it increases their mobility. Vodafone has demonstrated how traffic can be monitored without tracking people, using random numbers instead of personal data. Taking anonymity as the default setting, data can be reused to inform drivers, which demonstrates that privacy and empowerment can actually go hand in hand.

The government, meanwhile, has demonstrated serious flaws in Identity Management. It remains unclear what the system would actually register and what the data will be used for, and citizens remain unconvinced on what they would actually gain from this system. However, the organisations representing drivers, such as ANWB and DPA appear to be powerful enough to stifle the process. This is typical for the Dutch ‘polder culture’: there is one technological system for coping with all problems, which is decided on by everyone – just like with building dikes.

A fundamental difference between car navigation and dynamic road taxing is choice. Drivers can choose whether they use car navigation or not, and they can select their own provider. With road taxing, it seems to be a one-off solution for everyone and this upsets drivers. But perhaps if the government allows different systems to evolve side by side, one of them will prove to be the best solution – a system that both empowers drivers with more mobility and protects their privacy as they drive their networked car.
5 Consultatieversie memorie van toelichting Wet kilometerprijs, 23 July 2008. (3) De betalingsplicht, 3.4.3, p. 34.
7 Company profile on tomtom.com, 14 September 2010.
8 Interview by Selene Kolman (13 August 2009) with Simon Hania, Senior Vice President Publishing, Dynamic Content & Publishing TomTom.
9 ‘One million connected drivers enjoy world's most accurate traffic service’. Press release by TomTom 2 September 2010.
10 TNO (2007). ‘Onafhankelijk onderzoek toont aan dat navigatiesystemen een positieve invloed hebben op verkeersveiligheid’.
11 Interview by Selene Kolman (13 augustus 2009) with Simon Hania, Senior Vice President Publishing, Dynamic Content & Publishing TomTom.
12 Interview by Selene Kolman and Christian van ‘t Hof (3 September 2009) with Marja van Strien, director of National Data Warehouse for Traffic Information.
13 European Commission, DG Information Society (July 2010) ‘eCall – saving lives through in-vehicle communication technology’.
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Money Mobiles

Wouter Schilpzand, Christian van ’t Hof and Bart Schermer
How NFC Can Turn Your Mobile Phone into a Wallet, Key and Identity Manager

The days are long gone that a mobile phone was just a device that could make phone calls. We use it to communicate in text and speech, update our calendar, send email, browse the web and navigate from A to B. One next move in the evolution of the mobile phone is to integrate it with that other vital item in our pocket: the wallet. This vision has driven the development of Near Field Communication (NFC). NFC is a technology that can transform a mobile phone into a wallet, a key or even a mouse with which one can click in public space for information.

This case study contrasts two innovation trajectories for two similar applications: the global NFC and FeliCa in Japan. NFC demonstrates how difficult it is in an open market to agree on how this technology should function, let alone to agree on how identities should be managed. Who keeps track of our identities? How does a profile emerge when consistently using NFC to unlock information and services? At the same time, the openness of this technology demonstrates new possibilities for user empowerment, as it enables them to manage their identity themselves.

On the other hand, Mobile FeliCa in Japan was developed as a closed, proprietary system by one company: FeliCa Networks, which developed both the technology and the services and manages the identities of its users. While NFC is still in its infancy, FeliCa is currently integrated in half of all Japanese mobile phones and part of daily life in the public space.
NFC is RFID in your mobile

Near Field Communication is based on the same RFID technology that is used in smart cards for contactless payment, or for access, like with the Japanese Mobile FeliCa card, London’s Oyster Card or the OV-Chipkaart in the Netherlands (see case study Gated Stations). It operates on the same 13.56 MHz frequency band and uses the same principle of proximity (contactless communication, within a range of approximately 10 centimetres). The big difference with the ‘standard’ RFID smart cards is that NFC acts as both a chip and a reader: it can also be used to read other NFC tags.

The NFC chip is designed for integration in devices such as mobiles. It doesn’t have a user interface of its own, but relies on the keyboard and screen of your mobile for users to manage the NFC applications. Because NFC equipped phones can act both as a tag and as a reader, there are three ways in which it functions: as a smart card (e.g., for payment or access), for access to digital content (reading NFC tags embedded in the environment) and for the exchange of data (similar to Bluetooth) between NFC enabled devices.

Money Mobiles around the World

We can currently distinguish three innovation trajectories for mobile payment. Most successful in terms of the number of users is the Mobile FeliCa in Japan. Near Field Communication is a global development, with many players and conflicting interests. Finally, Chinese state-led companies are aiming to set their own standards, but they have not yet succeeded. These different innovation trajectories not only determine the rate of user adoption, but also lead to different Identity Management issues.

Mobile FeliCa

Mobile FeliCa technology is developed and managed by FeliCa Networks, a joint venture of Japan’s leading Mobile Network Operator NTT DoCoMo, Sony and JR East, Japan’s largest railway company. Introduced in 2004, it is mainly used for payments (both as a personal debit card and as an anonymous cash replacement), as a transit card for public transport in the Tokyo area, and as a loyalty card. The Japanese therefore call it osaifu keitai, or ‘money mobile’. Its introduction went quite smoothly, as these big companies set up one joined venture to deliver both the technology and services, agreed on standards and reached a critical mass of users. By October 2009, about 60 million of the mobile phones in use in Japan were equipped with the Mobile FeliCa technology, which was half of the total Japanese mobile phone market.

FeliCa Networks is the single point where all data generated by FeliCa Mobiles is managed. For most Mobile FeliCa applications, they also host service providers’ databases, distribute applications and manage the portfolios of clients. The identity of Mobile FeliCa users is therefore managed by one single party that users and providers can refer to. In practice, this means, for example, that if you want to switch phones or if you lose your phone with all its applications, you can retrieve a copy of your settings at FeliCa Networks.

NFC

The development of NFC did not go as smoothly as was the case with Mobile FeliCa. Contrary to the proprietary Mobile FeliCa technology, NFC is developed as an open system. Competitors meet at the international NFC Forum, the institution overseeing NFC standardisation and promoting its use. As this forum grew over the years, internal tension arose amongst its members, as different groups of actors sought to pursue different goals through NFC.

The main conflict revolved around the location of the Secure Element (SE): the tamperproof chip on which sensitive information is stored. In the one corner, Mobile Network Operators (MNOs) congregated, united under the banner of the GSM Association. They aimed to appropriate the SE and have it placed on the phone’s SIM card, which is under their control. This would allow MNOs to charge NFC service providers a fee for making use of the SIM. Other options for SE placement are embedding it in the mobile itself or placing it on an external memory card. The service providers, most vocally represented by banks, opted for the placement in the handset itself or on an external memory card, as it would allow them more freedom in using NFC than by partnering with the MNOs.

While no formal statement has been made about the NFC Forum’s position on where the SE will be located, standards organisation ETSI has codified placing the SE on the SIM as a standard. Nokia has announced that their future NFC models will be compatible with this standard, suggesting that this conflict has ended in the favour of the GSM Association. Embedding this vital part of NFC technology in on a proprietary chip creates the danger of lock-in effects: NFC service would be intrinsically linked to your MNO. If you switch your phone subscription, you may lose your NFC services and if you have an MNO with no NFC services, you will be unable to get it any other way. Furthermore, if MNOs pursue their intentions of charging fees for use of the SE, this could hamper the development of new services.

At the same time, while the standards were being finalised, another problem arose: where were the NFC phones? Manufacturers like Nokia and Samsung, both members of the NFC Forum, hesitated to mass-produce NFC handsets, as hardly any services existed. Potential service providers, on the other hand, needed people to have NFC in their mobiles to start offering services. While this chicken-and-egg problem still exists, it may...
Money Mobiles

be resolved shortly; at the time of writing, Nokia, the first manufacturer to make NFC mobiles available on a commercial scale, has indicated to equip most smart phones with NFC from the end of 2010. Another breakthrough could come from Apple, which has started hiring senior staff with NFC experience and taken out patents on the integration of RFID into iPhones and on setting up NFC services.

China Mobile

This comparison between FeliCa and NFC does not necessarily mean that a closed off, centralised innovation model is better than an open one. In China, for example, the market of over one billion handheld devices is dominated by one state-led company: China Mobile. This provider ran some trials with payment systems at vending machines. As they integrated the NFC read/write chip into the SIM card, they used the 2.4 GHz band. This high frequency was seen as necessary in order to get through to the device, but also made the device too sensitive to skimming and hacking. Moreover, it made mobiles incompatible with applications on the 13.56 MHz contactless technology, such as public transport payment systems. Finally, it was unclear whether China Mobile was allowed to work as a bank. Currently, China Union (which proceeds all payments), China Telecom and some other operators are joining the game and looking for collaboration. Perhaps in future, the Chinese may get their mobile payment too.

Implementing NFC in the Dynamic Dutch Market

The Dutch mobile market is an interesting test case for NFC: almost everyone uses a mobile phone (there are more mobile phones than inhabitants), there is a fierce competition between different providers, and people switch handsets and providers quite frequently. In this dynamic market, many NFC trials were held, but none reached full implementation. The most elaborate pilots held with NFC in the Netherlands revolved around two systems: Payter and Rabo Mobiel. Both started in 2007 and both experimented with a diverse range of NFC functions, while centring on payment. From these failed attempts we can draw some lessons on Identity Management in NFC.
Payter
Payter equipped a shopping district in Rotterdam with NFC payment terminals and furnished users with a Nokia 6131-NFC. By accessing the Payter application, users could transfer money to their Payter account, which acted as their mobile wallet with which they could buy items in participating stores. Spending money in the Payter wallet would earn users Tsjings, Payter’s own loyalty scheme. Smart posts in a supermarket could be tapped for shopping lists associated with the menu on the poster. From time to time, coupons could be downloaded for special offers. Payter grew to offer access to parking, cinema tickets and payment in over a hundred shops and restaurants to its 1400 users.

The role that Payter saw for itself was a spider in a web of services and consumers that made use of the Payter system: other service providers were invited to make use of Payter’s system to offer their services. Payter saw the mobile wallet as a way to connect consumers and advertisers in a meaningful way. However, it never came to that. As 2008 drew to a close, Payter aimed to expand their services to six other cities in The Netherlands. To help persuade retailers, they offered the payment terminals for free. The move failed, as retailers mistrusted Payter’s intentions. Thus, Payter remained a Rotterdam exclusive. One year later, in December 2009, Payter announced that they would stop running the system and instead focus on developing back-end systems for others to implement.

Rabo Mobiel
The second system was spearheaded by Rabo Mobiel, a subsidiary of the Rabobank, one of the largest banks in the Netherlands. Banks have an entirely different motivation for introducing NFC. Handling and producing cash costs 84 billion Euros a year in Europe alone.6 Using cards or mobile phones to virtualise transactions is a means to cut these costs. Furthermore, mobile payment provides banks with an opportunity to interact with their clients more regularly. As banks rely on trust as their main asset, the implementation of Rabo Mobiel’s pilots was more modest in terms both of speed and scale. Instead of creating an entire system in one go, they carefully held a number of separate pilots in order to learn how to apply the new technology, study user response and build a network of potential partners to work with.

The earlier pilots were very brief and lasted only a day. Over time, the trials became more elaborate. Perhaps the best example was a six-month pilot in a supermarket. 100 customers in that supermarket received an NFC mobile that took the function of their debit card. Participants, instead of swiping the bankcard, tapped their mobile before validating the transaction through entering a PIN code. As an added function, the deposit on glass bottles was returned using NFC. Participants could choose to either subtract the amount from their bill, or give it to charity. Users felt positive about this new way of paying. Even older people, who thus far had not used mobile phones, indicated finding the service useful.

A similar pilot in another supermarket that should have led to a permanent service with nationwide coverage ended prematurely, as the worldwide financial crisis set in and Rabobank needed its resources elsewhere. They effectively suspended all innovation carried out at Rabo Mobiel.

Next steps for NFC
At the end of 2008, Dutch experts7 indicated that NFC had left its pilot phase and that the technology was ready for permanent introduction. As a result of many factors, amongst which the global recession, no services have been introduced since Payter and Rabo Mobiel. However, in September 2010, three Dutch banks and three Dutch MNOs issued a statement8 that they are once again working on creating a system for mobile payment, to be introduced at an unspecified date in the future.

As the struggle between different stakeholders within the standardisation process for NFC clearly illustrates, an important step for the further development of NFC is the cooperation between different stakeholders. The establishment of a Trusted Service Manager (TSM), a third party that ensures that all the different kinds of hardware and all the different kinds
of services get connected through NFC, could prove a useful element in an NFC ecosystem. From the user perspective, too, a TSM can play an important part. Just like FeliCa Networks, the TSM could store a copy of a user’s applications and their data, so that when they switch phones or in case of theft or loss, they get quick access to their mobile wallet again. Furthermore, a TSM can ensure that NFC will be developed as an open system with room for services that empower users or even for user-generated applications, rather than as a bundle of proprietary environments where users are locked in. However, with the hopes of a smooth NFC rollout in 2008, the urgency for establishing a TSM disappeared. There is little evidence that these negotiations have been resumed.

In case of FeliCa and China Mobile, one single provider could set the standards, implement the technology and develop services accordingly. For the user it is clear who is managing their identity, but it is difficult for other companies to join the game and add new services. In the development of NFC technology, a diverse range of actors has been involved. Similarly, in developing NFC services, many different organisations will tinker with this technology. How are our digital identities managed and who is in control? A Trusted Service Manager may be needed, not only as an intermediary between competing providers, but also as a single point where legislation on data storage can be enforced and to which users can turn in case something goes wrong.

Every NFC transaction yields data on your behaviour, whether you retrieve information, conduct payments, get access or collect points. Data on the time, date, nature and place of the transaction is stored in the service providers’ databases. This will result in the creation of rich user profiles that can be analysed and acted upon. It is potentially beneficial for everyone, as it allows tailored and meaningful services, but it also brings risks. With service providers getting such an elaborate insight into the behaviour of users, the risk exists that an asymmetrical division of information gives service providers possibilities for influencing user behaviour, and thus a measure of control over the individual. Furthermore, careless use, misuse and even abuse of personal data may harm the individual. Therefore, it is highly recommended that databases on different functions within the same service are kept separate or made separable in order to minimise adverse effects like information asymmetries and data misuse.

The rich profiles are not just of interest to commercial parties. Law enforcement is more than likely to take an interest if NFC data if it can help in solving crimes. For instance, NFC can be used as evidence in criminal cases (e.g., evidence of who checked in with his NFC phone at this terminal between 8 and 9 in the evening). NFC data can also be used pro-actively for data mining and automated profiling. Data retention laws apply here (see first chapter), but it remains unclear how exactly they apply. Can NFC providers comply with these directives? What does it cost them to store, structure and provide these data? This remains unclear.

Finally, what opportunities do users have to manage their identity themselves? For instance, in the pilots we witnessed, service providers offer users the opportunity to access to their own transaction history, giving them a greater degree of insight into the use of their personal data. Furthermore, users can be given choices in the level of protection of applications. Also, new services, such as the Privacy Coach, can increase user empowerment. To allow such services to be developed, it is important that NFC develops as an open and transparent system.

Privacy Coach turns phone into Identity Manager

RFID is increasingly used in smart cards and to tag products. In many cases, this led to privacy concerns. If you pay or check in with a smart card, or purchase a tagged product, what does the provider actually register of you? The Dutch Ministry of Economic Affairs therefore investigated the possibilities a system of logos, each stating what kind of personal data was registered using tags, but this proved to be impractical. The Dutch Interdisciplinary Forum on RFID (DIFR) therefore took a very different approach: using a NFC phone to check on tags.

This so-called Privacy Coach works as follows. One first sets a privacy profile by answering a set of questions, for example, ‘would you allow tagged product sales to build up an anonymous customer profile?’ or, ‘would you allow the card to register when you enter a building?’. For example, if the person becomes a member of a fitness club and receives an access card, he can scan the new card with his phone. The provider of the card has filled in the same questionnaire when he implemented the system, stating the privacy profile of its club. If the two profiles concur, the Privacy Coach states ‘match’. If the club gathers more personal data than the customer is willing to give, he is warned ‘no match’ and he can inquire what the owner actually does with his data.

DIFR developed a test model of the Privacy Coach and demonstrated it at several conferences. Not to sell it as a product, but rather to demonstrate that privacy and empowerment can go hand in hand. Providers of information or products don’t have to state their illegible and extensive user agreements, while users can be at ease by just waving their phone.
Conclusions

Applying RFID to mobile phones opens up many opportunities for innovative services: access, payments and information retrieval on the go. It turns your mobile into a mouse to click on icons in digitalised public space. In a national market dominated by a single player, adoption can go fast while Identity Management issues can be addressed to a single party, as with FeliCa Networks in Japan. In a more global and open constellation, as with NFC, innovation proceeds less smoothly and many Identity Management issues arise. A Trusted Service Manager may therefore be needed to mediate between competitors, transfer data from one provider to another and serve as a single point for applying data legislation and serving customers who like to switch providers.

NFC may yield privacy issues, as more personal data on spending, location and behaviour is registered by more parties. In order to minimise information asymmetries and prevent improper use of user profiles, it is highly recommended that the TSM keeps databases for different functions of NFC services separate from the databases that store personal data. Also, as data retention regulations will apply, it is yet unclear how NFC transactions will need to be retained and what kind of burden this will place on potential service providers. Here too, the TSM can be the single point to enforce these laws and judge whether the costs of data retention are in balance with its benefits.

NFC also offers many opportunities for user empowerment. If given insight into their own transaction histories, users become aware of the digital identities they build up and may even receive some ways to manipulate them. The establishment of a Trusted Service Manager may ensure an open system that is not only accessible to all service providers, but to users too. The TSM can prevent lock-in effects and mediate when a user wants to switch from handset or provider or subscribe to several. Finally, if NFC remains an open system, innovative applications such as the Privacy Coach will get a chance to better serve the needs of users.
Notes
4. Interview Christian van’t Hof (18 August 2010) with Junyu Wang, associate professor and associate director Auto-ID Lab China. Fudan University, Department of Microelectronics. Shanghai China.
5. Interview Christian van’t Hof (20 August 2010) with Songlin Feng, president of the Shanghai Advanced Research Institute.
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Street Images

Ad Schreijenberg, Christian van ’t Hof and Jolanda Koffijberg
A Glance Behind the Scenes of Camera Surveillance

Camera surveillance is one of the most familiar examples of the digitalisation of public space, and it is still evolving. Although it is difficult to prove whether Closed Circuit Television (CCTV) actually helps to make the streets safer, both citizens and governments share a wish to expand its use. London is currently one of the most densely surveyed areas, but some Dutch cities, like Rotterdam, come close.

CCTV Identity Management is not only about identifying the persons being watched, it also involves identifying who is watching. In the Netherlands, fierce debates in the 1990s resulted in legislation on who is allowed to watch whom and under what circumstances. Currently, enforcement of the legislation is becoming more and more difficult as both public and private parties increasingly capture and exchange images. Closed Circuit Television is turning into Shared Circuit Television. This case describes how the regulating watchful eyes are being regulated themselves in an evolving national network.

Look Who is Watching

Public space in the Netherlands yields more and more cameras. Often a sign is attached that indicates the presence of surveillance and contains a section of the law. Whose cameras are they, how many cameras are there and who is allowed to see us? We make a distinction between public cameras – owned by the municipality, the police etc. – and private cameras – owned by companies and private persons.
CCTV is Perceived as Desirable, but is it Effective?

Both citizens and municipalities regard camera surveillance as an important means to increase safety in the streets. Still, the effectiveness of CCTV raises many questions: the positive effects of camera surveillance are outlined in both the Local Government Act and the Police Data Act. Reports on the effectiveness and efficiency of camera surveillance must be offered to the local council. In the same year, secret CCTV was penalised under Article 441b of the Dutch criminal code. Which specific law applies in what case currently depends on the type of camera surveillance and the objective of CCTV. If the objective is to monitor public order (Local Government Act) or tracing (Code of Criminal Procedure), privacy aspects are regulated by the Police Data Act. If the objective is related to management or the protection of property (Civil Code), the Protection of Personal Data Act applies.

In sum, the police are allowed to watch images of all public spaces and store them for later use, while private parties may primarily watch and act on images of mostly private spaces. This legal framework appears well-organised. However, in practice it is less manageable. It turns out that it is hard to prove whether CCTV actually works, while at the same time public and private surveillance are overlapping more and more.

The number of public cameras in the Netherlands is known (there are around 3,000), but the number of private cameras in public space is not registered. We know that in Great Britain, around ten per cent of all cameras in public space are owned by the authorities. The total number of cameras in the UK is estimated at 2.5 million. In 2010, there were 10,524 (public and private) cameras in the city of London, thus an estimated number of 1000 public cameras. In comparison: in Rotterdam, the town with the largest number of public cameras in the Netherlands, there are approximately 300 public cameras. With its one million inhabitants, it has a camera density similar to that of London.

In addition, a sample survey showed that in 2008, a quarter of all Dutch retail establishments had CCTV. Moreover, public transport companies also make use of CCTV. And outside the reach of all these cameras you can still be recorded. Citizens use their mobile phones ever more often to record incidents, and the Dutch authorities even launched a campaign to promote this phenomenon.

Panopticon

The concept of the Panopticon was originally developed by philosopher Bentham in 1785 as a prison design. Prison cells would be placed in a circular form, with a watch tower in the centre. The guard could see all the prisoners from his viewpoint, while the prisoners could not see whether they were being watched or not. According to the philosopher Michel Foucault (1926-1984), the presumed constant presence of the watchful eye in the Panopticon would be internalised by the prisoners, leading to socially acceptable behaviour. He claimed this stands as a model for the rest of society as well, as we are continuously being watched. Still, this model would not necessarily lead to tyranny, as the centre of the panopticon could be controlled democratically. Who is allowed in the watchtower and watch under which circumstances?

Many surveillance studies refer to the panoptic model. Still one could wonder whether it suits camera surveillance. People may refrain from petty crime once they know they are being watched, but when it comes to violence under influence of alcohol or drugs, they may not. Also, CCTV currently does not really have a centre of control; it rather functions as a network. This makes it impossible to have a total overview, as well as a single point of control.
have never been indisputably proven.\(^9\) Still, more and more companies, private persons and municipalities use cameras, and once they have been installed, there is not much of a chance that they will be removed. It seems illogical to use a tool of which the effects have not been proven yet. Both citizens and the authorities sometimes tend to have very high expectations of CCTV. However, its costs are very high. The total installation costs of an average CCTV-project are above €300,000 and the management costs are estimated at an additional €70,000 per year.\(^9\)

The effect of CCTV can also be negative if images are used for improper purposes. For example, pictures were made by CCTV in a car park of famous Dutch football player Wesley Sneijder kissing the girlfriend of a popular Dutch singer, which were shown on Dutch television in a tabloid talk show. Such incidents show the risk of camera footage.

Municipalities and the police take care that the private spaces of citizens are not visible on-screen with CCTVs by means of so-called masking techniques. In this way, windows are digitally masked.\(^10\) In spite of this, CCTV in public domains inevitably leads to reduced privacy for citizens. That is why 54 per cent of the Dutch municipalities with CCTV consider it important to ask citizens beforehand whether they regard it as desirable.\(^11\) In addition, 57 per cent of the municipalities with CCTV have a complaints procedure for citizens. Moreover, after the implementation, municipalities also conduct evaluations to examine whether a far-reaching measure such as CCTV is permanently necessary.

Although it is not easy to evaluate the effects of camera surveillance, evaluations often lead to the conclusion that CCTV functions well. If, for instance, the police register more incidents, this may indicate that crime has increased and that the cameras should stay. It could also be an indication that with the help of cameras, extra incidents are registered, which also means that the purpose of the installation of cameras is met. Because of this, the decision to remove existing cameras is not easily taken.

The new passport as a biometric data gatherer

In Europe, the US, China, Japan and an increasing number of other countries, passports are equipped with RFID chips that contain biometric information. This can be a portrait, which is digitalised in such a way that 24 unique points on your face work as a unique identifier, or digitalised fingerprints. What if this information could be stored in a database, with which crime suspects could be identified? The Netherlands is unique in the world in its aim for such a database, as it has passed a law that enables the reuse of biometrics from national passports for police investigation.

The biometric passport led to many protests around the world. In the UK for example, activists spread the digitalised fingerprints of the prime minister on the internet. In China, fingerprints are not taken at all, as they claim that ‘you only do that to criminals’.\(^14\) Germany already stated at the proposal of the new passport that it will only store data on the chip and not centrally, as this is perceived as a very intrusive state interference. In the end, all countries must adhere to the ICANN standards and use the biometric chip.

Whether or not to store the data is up to the countries themselves. In 2006, the Dutch Ministry of Internal Affairs developed plans for ORRA: an on-line register for passport data. In the original proposal, this register would serve to combat fraud. Nevertheless, the new passport law, which was passed on 11 June 2009, clearly states that biometric data can also be used for the prosecution of criminal acts and in case the national security of the Netherlands or its allies is at stake. Although it is unprecedented throughout the world, the law was passed with little public debate.

When the first passports were issued in 2007, the Rathenau Institute carried out a national survey among Dutch citizens in order to ask them whether this database should be used for police investigation. Statements on the use of fingerprints or facial scans in order to compare them with CCTV images all received a majority approval. Nevertheless, many experts warn that the biometric database will be a national danger in itself: the system will be hacked and identities will be stolen. Also, using biometrics to identify suspects is risky: there is a chance that two different photos or fingerprints might match. Above all, it is a matter of principle: citizens have no choice as they need a passport. This is a system with no way out, with which we may trust the current government, but what about in the future? After the elections, the parliamentary debate on a centralised, biometric database opened up again on 7 October 2010. Although the law is already there, it’s up to the new government to decide whether they will actually build the database.
Towards a Smart, National Street Image Network

The technique behind CCTV currently follows two trends: an increase in the sharing of footage and smarter cameras. Camera footage can be exchanged more easily due to standardisation, the regional connection of cameras, and public-private cooperation. It is observed that networks are standardised, so that footage of all cameras can be obtained, transported and stored in the same way. This enables communication between various systems. This technical development enables the connection of local camera projects in regional centres. Recently, a regional surveillance centre has opened in Eindhoven, and Amsterdam also plans to assemble camera footage in a regional surveillance centre. The different CCTV systems (public and private) now seem to evolve into one network.

Within this network, public and private parties increasingly share footage. Business parks and shopping centres are secured with cameras installed at the initiative of both private and public partners. Not only the premises of the shop or company are filmed, but also a part of the public space, in order to also bring into vision access roads to these companies. Due to such practices, the boundaries between public and private are blurring more and more:

1. Public camera footage can be viewed by private parties, under supervision of a police officer.
2. The police are using camera footage that originated from private cameras.
3. Citizens actively disseminate homemade footage of incidents, both from criminals and misbehaving police officers, on the internet.

In the Netherlands, citizens are encouraged to film incidents with their own cameras, and the British company Internet Eyes takes it yet another step further. The company is going to disseminate camera footage of shops and public spaces. People who are interested can watch this footage and earn 1,000 pounds if they catch a thief and report this by means of sending a text message to the shopkeeper. According to the company, British citizens know that footage produced by the large quantity of cameras in their country is not viewed real-time, which reduces the chance of arresting the perpetrator. Shopkeepers now take security matters in their own hands.

The second trend that can be observed is the development of new techniques that provide cameras with more options than simply the recording of footage. These cameras are called ‘smart cameras’. Some camera systems are able to detect motion. Such systems are used in places where no movement should occur, for instance, such as stations which are locked up at night or harbour areas. When the system detects movement, the operator in the CCTV centre receives a signal. Footage analysis is even more advanced: movement is not only detected, but the footage is also interpreted. Number plate recognition, which is used during motorway controls, for instance, is one of the applications of footage analysis which already functions fairly reliably. A specific type of footage analysis is face recognition. In public transport in Rotterdam, face recognition technology is used in the enforcement of public transport bans. If a public transport ban has been imposed on you, your photograph is taken and subsequently stored in a database. A smart camera at the entrance of the metro provides a signal when it recognises a person who matches one of the photographs in the database. This way, it is possible to enforce the public transport ban.

Conclusions

Being one of the oldest applications in the digitalisation of public places, CCTV provides us with examples on how identities are managed on the streets. Dutch legislation from the 1990s clearly distinguishes between private and public supervisors where it concerns their competences. Police are allowed to watch images of all public spaces and store them for later use, while private parties primarily have to watch and act on images of mostly private spaces. Because an increasing number of parties collect and exchange footage, this distinction becomes more difficult to maintain. The situation cannot be described as a panopticon – after all, there is no apparent centre – but it tends towards a surveillance network in which anyone can watch anyone, in principle. This situation can become problematic if footage is used illegitimately. Moreover, current legislation does not prescribe evaluation: what are the actual costs of camera surveillance and does it provide the desired results?

Therefore, it is important to review in what way we want to regulate regulating footage. It should be clear to the people in the streets who is allowed to watch and be watched and under what circumstances. Anonymity should therefore be the default setting in public places, but if security is at stake, this anonymity will be lifted. Smart cameras, which only send in footage if something actually happens, could be helpful in this regard. Face recognition can be used to identify suspects, but the same applies to this technology: it should be clear who is allowed to use it and under what circumstances.
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This chapter is about geo-data: digital information plotted on maps. We first describe how Google enables us to zoom in on the earth: from satellite pictures, to aerial photography, to street view. We then show that this digital mirror image of the earth presents a commercial and social platform to augment information and images on specific places. The next phase in this development comes when the data plotted on the map is shown live. Geo-data opens up many new opportunities for services, but also new threats. How can we manage our identity in these interwoven worlds? In what ways do these digital maps empower us as we move through public space and in what ways do they infringe upon our privacy? This case shows that as the physical and virtual worlds become increasingly interwoven, a tension grows between what we want to see and what we want to show of ourselves.

How Google Democratised and Commercialised Geo-Data

Until recently, detailed geographic pictures taken from high up in the sky were a matter of national security. The first images date back from the beginning of the 20th century and were used for military purposes and issues on landownership. Aerial imagery gained momentum during the Second World War and again in its aftermath during the Cold War. In the beginning of the 1960s, military observation satellites Explorer
and Discoverer provided the first satellite images to the US government. These images weren’t live, as films were launched physically from the satellites and needed to be tracked, found and developed later on. The first live imagery was provided in 1976 by the Keyhole satellite, part of the Landsat programme which still runs today. Aside from military purposes, the images were increasingly put to civil use: meteorological observation, land planning and environmental management. In the meantime, countries increasingly collaborated and together they created a full virtual image of the Earth.

Satellite imagery was first commercialised in 2000 by the Californian company Keyhole Inc. They applied gaming technology to the imagery and developed Earth Viewer. This software application fused the pictures in such a way it gave a smooth scrolling experience, flying through the sky and diving in on specific places. It also allowed for plotting information on specific locations of the maps such as addresses, phone numbers and business information. Keyhole’s business model was based on subscriptions to the service. This did not turn out to be very profitable. Still, Keyhole gained popularity, especially in 2003, when CNN used their maps for broadcasting the US bombing of Baghdad.

Since then, many big companies rushed in to launch their own geo-data platforms: Mapquest, Yahoo! Local Maps and Microsoft Bing Maps. In 2005 Google bought Keyhole Inc., renamed the application Google Earth and offered it for free to internet users. Google’s business model is very different from that of Keyhole: they aim to make all information on earth available to everyone and gain revenues from advertisements people see and click on while they search through this information. The virtual images of the Earth thereby became more than just a map; it has become a platform for advertisements.

The Google Earth platform consists of the fusion of real footage and an innumerable set of virtual layers projected on it. At the highest altitude level there are the satellite images, provided by the US company Digital Globe. Their satellites Quickbird and Worldview 1 and 2 orbit the earth and photograph about one million square metres of the earth a day. The more important an area is (e.g. a city), the higher the resolution. The satellites send their photos to stations in Alaska and Norway, which transfer them to a data centre in Colorado. There the data is supplemented with aerial images taken by planes, converted into 3D models and smoothened to create a seamless zoom-in experience. Essential to the synthesis of all this data are the GPS coordinates: they form the grid onto which all images can be placed and scaled on the right spot. The GPS coordinates are also the basis for the layer of the Street View photos and location information.

Street level views are gathered by the Google cars, which have nine multi-directional cameras placed on top, providing an image 360 degrees around and 270 degrees vertically. GPS systems inside the cars determine where the images should be placed on Google Earth and Maps. The first street images were gathered in 2007 in big cities in US, and they gradually expanded to include European cities, Japan and the rest of the world.
placing it on the map. Communication is complemented with coordinates. But what about privacy? When does the Google Earth Platform show things we don’t want others to see? Who is in control of this data? And what can we do about it?

The first issues start at a latitude of several hundred metres, where one can distinguish buildings and private property. When Google launched Google Earth in the Netherlands in 2005, there was a parliamentary debate on the question whether the images would be a danger to national security, as terrorists might use the map to find sensitive targets. Minister Donner of Justice claimed there was no danger, as Google uses images that are already publicly available. Moreover, the people who provide these images adhere to the law on aerial photography. This law, dating back from 1959, states that one is not allowed to take pictures of military objects and royal estates. A list of these objects is compiled by the Dutch Military Intelligence and Security Service. Therefore, these objects are not visible on Google Earth and replaced by typical green and gray triangles. Still, one could wonder whether this typical way of concealing sensitive objects would rather make it easier for terrorists to spot a target.

Aerial imagery also led to concerns among citizens, as private property, like gardens which were previously hidden behind fences, could now be spotted from above. In Great Britain this led to so-called pool crashing. Youngsters would scan Google Earth for private pools and arrange a massive invasion, organised through social media. Returning pool owners would find their gardens littered with empty beer cans and other trash. Google’s position on phenomena like these is that the aerial imagery they use is already publicly available and they don’t show anything else than images one could already retrieve through other means. The only thing they do is make it easier to search through these images. Still, Google does change our perspective by doing so. Exemplary is the case of a Belgium fountain in Maasmechelen. Viewed from above, the fountain formed a swastika – the symbol of Nazi Germany. Citizens scrolling over the map of their town showed concerns and the local government reconstructed the object to make it less offensive.

Once Google started using their Google cars to collect street level views, up to the point that one can distinguish persons, vehicles and houses, the debate became more serious. The ways in which different countries govern street photography differs strongly. In the US, the law allows that you are photographed as you move through public places, since it is considered ‘public’. In contrast, the Dutch Data Protection Act defines a picture of a person’s face as personal data. Although laws governing street images vary across countries, public response to Street View showed many similarities.

When Street View was launched in 2008 in the US, there was a public outcry from people who saw this application as a huge infringement on their privacy, because they would lose anonymity in public places. Google responded to these concerns by implementing their ‘face blurring technology’. Also, a button was added to the interface where one could report inappropriate images and file a request to remove them. These measures were also implemented in other countries, but this did not take away all public concerns. In Japan it turned out the Street View cars did not only record the street images but also peered into private properties through windows or over fences. Google therefore had to adjust the height of
the cameras. Citizens of the British village Broughton even blocked Google cars from entering their streets, which are therefore still not visible online. Germany took an even firmer stand, claiming Google should not only anonymise data while publishing, but they should also store it anonymously. The Czech Republic took it a step further and even banned the Google Street View cars from its streets altogether.

In the Netherlands, Street View did not trigger much controversy. When it was launched in March 2009, some national celebrities were actually recognised while standing on their doorsteps, even though their faces were blurred. They claimed this would disclose their residential address and requested Google to remove the images. On the other hand, some people responded with great enthusiasm, and began searching for images of people in uncompromising positions, linking to them from popular weblogs such as streetview.nl and GeenStijl.nl (‘no style’). The collections of images contain men entering sex shops, police officers committing offences, women in sexy dresses and men peeing by the side of the road.

The biggest controversy concerning Street View until now arose when it turned out that the Google cars were not just collecting images but also scooped Wi-Fi signals coming from people’s homes. In doing so, they could potentially eavesdrop on the communication of unprotected networks. In the US, Consumer Watchdog President Jamie Court called Google’s actions ‘the most massive example of wire-tapping in American history.’ Similar concerns were raised in Australia, Spain, Great Britain and Germany. Google spokespeople responded by claiming the code was collected accidentally; they apologised and stated the error would be corrected.

These examples demonstrate the two sides of the company’s philosophy: ‘To make all information on Earth available’. On the one hand, it is empowering to users to get more information. On the other hand, not everybody wants everybody to know about their whereabouts. It appears that Google simply gathers and disseminates up to the point that someone starts protesting. Being seen appears to be the default setting, anonymity an opt-out.

Toward Real-Time Maps

Google, along with many other companies and governments, have digitalised almost every location on earth. Accordingly, physical space is supplemented by virtual space and augmented with location specific information. Public space is now in the net. The next step in geo-data is adding the time factor: it is not only relevant where the data was gathered, but also when it was gathered. There is a clear trend towards real-time location data. Already some applications are being built based on this notion.
In most cases, the key technology for live maps is the mobile phone, both for tracking people as well as displaying data to them. Using the strength of the signals that the phone receives from the nearest antennas, its location can be calculated up until a few metres. Tracking phones has been obligatory for security reasons in the US and Europe since the beginning of the millennium. If a person calls an emergency number, the mobile network operators automatically log the location of the phone, not only to direct the emergency services but also to prevent people from abusing the number. Additional laws were implemented in 2005 and 2006, resulting in the so-called data retention directives (see first chapter), requiring mobile network operators (MNOs) to store who made a call and with whom, were and when.

Companies can use this data too, as long as they comply with the data protection directives. The case study on networked cars demonstrated this. MNO Vodafone tracks signals from mobile phones in cars in order to measure the amount and the speed of traffic. As this is all the data they need, every signal is given a random number each hour, resulting in a live map of moving dots. The data is used by TomTom to inform drivers about traffic jams and by RDW for traffic management. A total overview of all live traffic in the Netherlands is expected by 2015. By then, there should also be a live map of all public transport, based on GPS signals of vehicles and numbers of people who checked in with their public transport card. These systems are allowed to track people and display the numbers on a map, as they are nothing more than that: anonymous numbers.

Phone signals for counting people are also used in academic research, for example by Current City, a collaboration of several universities doing research on crowd behaviour. This research foundation draws vivid maps of cities like Rome and Amsterdam, plotting the number of people in the streets with yellow bars that change through time. Phone signals are anonymised, aggregated and analysed, by which they can claim that ‘without impinging on the privacy of individual network subscribers, our analyses provide important information on the concentration and relative weights of human activities within a given urban environment.’18 Practical applications involve crowd control, traffic management and urban planning.

When mobile phones are not just used for tracking and counting people, but also for providing information back to them, anonymity does not seem to be an option. Companies provide their services for free, but they need to customise it to your behaviour and find you to send advertisements. Here again, we see Google as one of the frontrunners. Google Latitude is a mobile application for finding friends and family, based on either the GSM signal of your mobile phone or the IP address of their personal computer. Users send their location data to their selection of other users by pushing a button. Their location is plotted on Google Maps along with a time stamp. Naturally, your account is integrated into all services Google provides and used to customise marketing. Other services, such as FriendFinder or IYOUIT work according to the same principle, but they don’t have the powerful Google grid to integrate all services and profit from targeted advertorials. With the increased use of smart phones, enabled with much more computer power and GPS localisation, the location-based services became even faster and more accurate. Take as an example m.google.com, which provides a local search for smart phones. Type in ‘coffee’ and you’ll see the nearest coffee bar, again plotted on Google Maps. Or take Foursquare, which activates social networks based on location. Just like the other friend finding tools, contacts (retrieved from your address book, Twitter account or Facebook) are located and share their opinion on these locations. But they are also involved in a popularity game. If you ‘check in’ to a location, you gather points for it. The person who checked in most becomes the major and is displayed on the site.
As these services are all personalised, users need to be informed about the fact that their location data is being used. Foursquare, Google Latitude and the likes, all show a pop-up on your phone, asking whether your location can be used. Although this may appear as a clear choice, it remains unclear what actually happens with the data. Most user licence agreements (which you probably haven't read but did formally agree upon by ticking a box) are extensive, illegible texts full of references to websites. In principle, these companies can do anything with your data, while still complying with data protection directives. To make things even more complicated, these service providers increasingly collaborate, exchanging personal data from different applications, leaving users confused about who is actually managing their identity.

More transparency towards users is needed, but this may not be sufficient. Therefore, data protection rules should be specified to the geographical dimensions. The data minimisation principle for public places could be: anonymity is the default setting. This implies that the location of users is only published once they clearly choose to do so. Even better would be a clear option on who would be able to see your location. This minimisation principle will not only protect people's privacy, it will also help to develop new services. Once data on a moving mobile is anonymous, businesses, governments, researchers and other users may gain from information plotted on a live map. This is where privacy and empowerment really go hand in hand.

Conclusions

Google changed the way we perceive our Earth by broadening our perspective: the whole earth, seen from a distance of many kilometres up until a few metres from the ground. This provides users with great opportunities for empowerment: not only to watch what is going on elsewhere, but moreover to publish data according to specific locations. The time factor plays an increasingly important role in geo-data: when was the data gathered; is it live? In order to achieve the scenario of a real-time map, data should be gathered and marked according to time and space variables. Businesses seem to take advantage of this opportunity, while governments appear to lag behind. There is an opportunity for governments to improve their services: they could make information that is relevant to citizens available to them by placing it on the map.

At the same time, we don't want everyone to see everything about everybody. Laws on aerial photography may turn out to be outdated once the blurred spots are perceived to not actually conceal sensitive spots, but rather directly point at them. Going down to street level, it appears that Google first gathers and publishes as much as possible, and then they see whether it is appropriate or not by providing an opt-out. Providers for location-based services appear to take the same approach and see themselves legally protected by illegible User Licence Agreements that no user actually reads. The only counterforce seems to be public opinion, but for most people it is unclear what happens to their location data and who is actually using it.

More transparency towards users is needed, but this may not be sufficient. Therefore, data protection rules should be specified to the geographical dimensions. The data minimisation principle for public places could be: anonymity is the default setting. This implies that the location of users is only published once they clearly choose to do so. Even better would be a clear option on who would be able to see your location. This minimisation principle will not only protect people's privacy, it will also help to develop new services. Once data on a moving mobile is anonymous, businesses, governments, researchers and other users may gain from information plotted on a live map. This is where privacy and empowerment really go hand in hand.

Children Security Services in Japan

Live maps can also be built on other technologies, such as RFID. In Japan, the Kodomo Mimamori, or 'child security' service, is an interesting example. Children carry a tag with them which is read by one of the readers placed on the power lines. Areas where kids play and go to school are covered by placing one reader at every 200 metres. When the kids go to school, their live signal is plotted on a map, which can be viewed by parents on their mobile phones or pc at home. They can also subscribe to an SMS service and receive a message when their child passes a certain station, for example, the entry of the school. The first successful implementation was in 2007 in Warabi, where 800 of 1500 children carried the tag. Interestingly, both the children and parents did not see privacy issues. Moreover, the kids exchanged their log-in codes in order to track each other. During our last visit in 2009, 14 municipalities had already joined the programme.

Japan, a Ubiquitous Network Society.
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Interview Christian van ‘t Hof (3 July 2009) with Ishima en Sanao Ori, Ministry of Internal Affairs and Communication, Tokyo.
This case study is about a thought experiment. What if all live data coming from smart cards, mobiles, navigation devices, cameras and the like, would be plotted on a digital, geographical platform? What if Google Earth would be live? What kinds of applications could this bring forth? How could these applications empower people? What kinds of privacy problems would occur? How would people manage their virtual identity on this living map?

The Rathenau Institute conducted a series of interactive design sessions in 2009 and 2010 with various groups of people, in order to answer these questions. Our methodology aimed at gathering technological options and public opinions, as well as raising awareness. The sessions also provided insights into what different groups in society think of the digitalisation of public space, and what kinds of questions they raise.

The outcomes of the design sessions teach us that people find the scenario of a living map plausible, or even inevitable. They also see the necessity of profiling in order to get the right information, but they perceive it as problematic as well. In a sense, they grasped the notion of Identity Management. Still, privacy was not their main concern; rather, they fear the tools will make life a bit too predictable and well-managed. Empowerment seems to have its limits too.

In the preceding case studies we described a variety of devices that connect identities to time and space. If you check in to public transport with a smart card, digits are exchanged between the smart card and a reader, which connect the identity of the card to the unique number of that location. Although these access control systems also put a time stamp on the inter-
action, it does not provide a live image, as data is buffered and not exchanged immediately. This counts for all sorts of RFID applications: tags are only tracked at the point where they are read and data is generally exchanged with delay. Exchange rates as well as the reading distance may be increased over time, but RFID is a difficult technology for live tracking.

On the other hand, public transport vehicles can be tracked live by using GPS coordinates, which can be exchanged through the mobile phone network. This also holds for road traffic and mobile phones, as we have seen in the previous case studies. These devices enable us to gather data from public space on who or what is currently moving through it. Finally, the streets are increasingly covered by digital CCTV cameras. Images are sometimes viewed afterwards, but can, in principle, be viewed live. All these devices together deliver a sufficient amount of data to generate a living map – at least, it is possible technically.

What the organisational and legal possibilities are is a different issue. Different organisations gather data in their own formats for different purposes and may not be willing or able to share this data at all. Legally, there are all sorts of restrictions on sharing personal data. Nonetheless, the case studies also demonstrate that data is shared increasingly and many organisations push the legal possibilities. We therefore presented participants with the premise: imagine that it is technologically possible and legally acceptable to draw a living map. What would you want to do with it?

Design Sessions to Gather Opinions and Raise Awareness

The methodology for design sessions was developed by the Rathenau Institute. It draws on our experiences with qualitative research methods such as focus groups, role playing games and scenario gaming. Groups don’t need to aim at a consensus, but rather play out their arguments and disagreements. In contrast to surveys, these qualitative methods are aimed at gathering possible opinions and arguments. Nonetheless, if a particular argumentation is followed throughout different settings by different kinds of participants, it provides some indication of public opinion in general. Also, certain arguments may be confronted by recurring counterarguments, which tells us something about what people believe is actually at stake.

From October 2008 to August 2010 we held 11 design sessions, involving 146 participants. In order to get a broad spectrum of perspectives and arguments, we varied the kinds of participants, the roles they played, settings they were in, group size, time frame and moderators. Four groups consisted of randomly selected citizens, five group sessions were conducted with experts at conference settings and three sessions were organised at various ministries with civil servants. These sessions ranged from one to three hours, involving 12 to 24 participants. Participants were divided in subgroups of three or four members each, resulting in a total of 35 subgroups and an equal number of applications. Subgroups were assigned different roles based on the organisations they would hypothetically be part of: a ministry, consumer organisation, large telecom business, high tech start-up company, municipality or the like. Participants who did not agree upon their role could switch, or would be appointed a subversive role to sabotage the system of living maps.

Each session followed a similar trajectory. Participants first got a ‘technology map’: a Google Earth image of the place we were at, devices being placed in there (card readers, navigation devices, cameras, etc.) and a brief explanation on how the technologies work. Then the group was divided in three or four subgroups, with one member being assigned the role of spokesperson. Using large pieces of paper and different coloured pens, they then listed features of their applications and drew possible
interfaces and schedules of data flows. Upon the completion of the designs (for an average of one hour), each spokesperson gave a presentation in order to ‘sell’ their application, while the rest of the group discussed it. All sessions ended with a plenary discussion on living maps in general: the likeliness, appropriateness and possible advantages or problems with it.

Many Mapping Apps

The design sessions resulted in a total of thirty-five envisioned applications. Some subgroups presented a particular application, for a specific purpose, while other groups came up with a broader concept supported by a whole range of different technologies. At the time we started organising the design sessions, participants took cameras and tags as their prime technology in the net, while at the end of the series the mobile phone proved to be the most popular. This has to do with the increasing popularity of smart phones. Still, current applications of real living maps, such as Foursquare, as well as the concept of apps, were yet unknown to them. Groups had a lot of discussion on who is going to supply the data and who is going to pay for it: businesses, governments or the users themselves. Although some participants were tempted to put too much data on the map at the risk of overwhelming the user, none of the groups failed to come up with a design. Here we categorise the various application designs as networked markets, navigators, preference guides, public security tools and counter maps. Each type of application led to different Identity Management concerns. The concluding section summarises the general patterns in the social discussions about these application types.

Networked markets: digitalising demand and supply

Subgroups that took the role of a consumer organisation generally focussed on shopping. The living map would support purchases in supermarkets by offering search options on products and pointing out shops nearby, their prices and reviews. One group also added tags to products, which could be scanned for information on the origins of the products, whether antibiotics were used in the production process or CO2 emission. The biggest problem was determining who was able to provide the best information: the shops themselves, a consumer authority or other customers. Another problem was the interface. A mobile phone might seem the logical first choice, but it may easily fill up with spam. A small screen on a shopping cart could be another option, but then only the shop owner would be the data supplier, and customers would miss out on information from other sources.

Preference guides: tell me what to do and whom to meet

The leisure sector was also well-represented among the subgroups. Based on profiles, which involve stated preferences, previous visits and a geographical radiance, users are advised about things to do or people nearby. These applications generally also involve all sorts of review options, so people with similar profiles or experiences can inform each other. For example, Here & Now was designed by a cultural institute to inform you on cultural activities nearby. Applications for going out also involved dating applications, which you can use to meet people with similar preferences based on what you would like to do and your relationship status. Some suggested a clear opt-out button for instantly becoming invisible on the map and a function to warn you as soon as an ex-partner is around. Other preference guides focussed on more specific target audiences. For example, think visitors of a conference – LinkedIn live – where participants are matched on professionalism and proximity. Or playing football: the map shows football fields through webcams. If the game appeals to you, you can go there and join the team as player or viewer. As this will stimulate amateur sports, there may even be government funding for it.

The difficulty with these applications is the extent to which profiles are personalised. As a user, you want your device to know as much as possible about you in order to specify your preferences. Some of these preferences you want to show to others in order to meet them, but you don’t want everybody to know everything about you. Moreover, who is going to manage this profile if you bring together different applications and providers into one device? Companies were perceived as too untrustworthy, so most opted for a non-profit institute, ministry or municipality. Still, anonymous
data are useful too. Dots placed on the map function as a crowd radar: which public areas are busy? You may want to go to a busy pub, or you may prefer to go to a spacious area where there are only a few people. The preference guide tells you where to go.

Public security tools: total information awareness

As many subgroups took the role of the Ministry of Justice or the police, we received many security applications labelled as a variation of Big Brother. Some took the concept of a living map quite literally: law enforcement can use Google Earth, where it seamlessly zooms in on street level through live cameras. Individual criminals can be spotted and identified. In line with the concept of panopticon, the continuous presence of a watchful eye may have a disciplinary effect, preventing people to misbehave. The security map can also be used for military purposes or disaster management: allocating resources and crowd control. Augmenting specific data on people moving on the map provide additional security options, for example in the case of maps plotted with data on the official emergency services available or citizens who have First Aid capabilities. One subgroup proposed tracking young children for their security. Another popular application is tagging convicts. During or after their punishment, they can move freely on the streets, while a watchful eye checks whether they don't fall back into old habits or go near their victims.

At ground level, applications may support police officers during their work on the street. Some envisioned cyber cops with goggles that recognise people, combine ID with information and scan for dangerous behaviour. This device automatically scans an officer’s iris for identification to determine whether he is allowed access to this sensitive information and appropriate information to his function (traffic officer, crime investigation). Citizens, too, may be involved in making the streets safer by filming crime and sending it with GPS coordinates to the police. In this way, they can overcome their innocent bystander dilemma. Still, they may also use the system to film the performance of the officer involved in solving the crime.

The general response to applications like these is that security outweighs privacy as long as the stakes are high. Different access levels based on authorisation are pleaded for. In case of serious crime, the highest authorities have access to all data, lower authorities dealing with petty crime see less. Citizens’ involvement in solving street crime is seen as a logical next step, but it should be handled with care, as they are not trained to do police work and they are expected to be biased in their judgements. For police officers, these public security tools may empower them with location-based and live information, but it may also give them a feeling of losing control, as this system may outsmart human police work or be used by supervisors and citizens for monitoring their work.

Counter-mapping

Participants were given the option to take a subversive role and beat the system. Three subgroups did so. One developed a program of Scatter Tags: these small chips would be randomly scattered throughout public space to send out false signals and upset the system. One subgroup focussed on a privacy application and proposed a sort of cape that would blur any signal following them. Subgroup Big Sister turned the tables around by using the living map to track authorities. Highly placed officials, such as the Minister of Security, would be tracked by members of the network, and even more members would be drafted through live broadcasting to get an even more precise image of the person. Video footage is presented to the person in question in order to warn and frighten them.

Interestingly enough, these roles were all taken by participants who were security experts themselves. They appeared to be the most concerned about possible privacy infringement due to the living map. Also, they perceived the role of hackers essential in the development of a living map: they are the counterforce that points out the weak spots in the system.
Big Brother: from Orwell to Endemol

Big Brother has been given new meaning over the last decade and this shows an interesting shift in people's perception of privacy. It started in 1949 as a fictitious dictator in George Orwell's novel 1984. Orwell demonstrated how the combination of collective goals and technology will corrupt into a system that crushes individual freedom. Like the panoptic model, the state of Oceania was controlled by surveillance cameras and bill boards warning people that 'Big Brother is watching you'. During privacy debates in the decades that followed, this scenario was often cited as a warning against communism and fascism.

Since 1999, Big Brother is increasingly associated with a television format developed by Dutch entertainment company Endemol. In the Big Brother reality soap, people are locked up in a house for hundred days, surveyed 24/7 and awarded with votes from the television audience. Due to its success, the format got many international versions and variants such as The Real World, Expedition Robinson and The Golden Cage. Participants do not seem to care about their privacy and go to great lengths to win the favour of the public, for example, by gossiping, flirting, fighting or eating cockroaches. Big Brother, once a warning against totalitarianism, now has become a symbol of the importance of being known.

The design sessions showed how various people perceive a future living map as a logical next step in this information society. People are able to envision how live, location-based data can empower them. Many participants also demonstrated the urge to connect as much personal information as possible into a single device, while they discovered afterwards that information will need to be collected, filtered and presented. But by whom? Here we discern a sense of Identity Management among participants, although none actually used the term. We discern a sense of Identity Management among participants, although none actually used the term. The system should therefore always contain a button for checking personal data already collected on them, as it is their data. Businesses are trusted less, but they may come up with more innovative solutions, connecting needs among different users and providing a platform for self-organisation.

During the discussions within the different groups, we observed a difference between lay people among the groups of randomly selected citizens and legal, political or technological experts selected from conferences and ministries. The lay people would sigh that privacy is just a thing of the past and you need to live with the fact everything is known about you. Personalisation is seen as the default setting, anonymity as an option for the few who want it. Experts would argue privacy is a fundamental right and it needs to be built into the system as the default setting. Especially when it comes to security, lay people tended towards an all-knowing state - some even feeling more secure while being watched. Experts warned for the rise of a totalitarian state and argued for building in more checks and balances.

Although all participants agree that the living map will be inevitable and Identity Management will be problematic, they differ on whether the scenario is desirable. Privacy is the biggest obstacle for some, while many others argue that empowerment itself may as well be our biggest enemy. In our urge to use data to live life as we want it, we may be developing a system that turns daily events into calculable, predictable, efficient and customised experiences. Some of the experts see many advantages here: the living map serves as a platform for bringing together the needs of everyone in a harmonious way. Many others, especially among the lay people, argue that we may lose something that makes us human: adventure, intuition, spontaneity. They don't want to live like robots in a mechanised world. Perhaps sometimes it may also be good to meet someone who does not match your profile.
The sessions with citizens were held in meeting rooms, with the civil servants at their offices and with the experts during conferences. One session was held in Shanghai with an international Group, the rest in the Netherlands.

Sessions were moderated and analysed by Christian van’t Hof and Floortje Daemen. Johan Hoogeveen helped with the registration and analysis of several sessions.
Conclusions

Identity Management in the Net

Rinie van Est and Christian van ’t Hof
‘You can check out any time you like, but you can never leave.’

Design Principles for Living in the Net

This book shows how the digital and physical worlds are increasingly interweaving and how we, in our daily movements through public space, continuously check in and out. We are shifting from being on the net to being in the net. This has a large influence on the way in which we, as citizens, (will) experience and make use of public space. Through all sorts of devices we give away numbers that say things about us, and in exchange we get access to information, spaces, services and goods. Our digital identities are becoming increasingly valuable, but who exactly governs the system is becoming less and less clear, while the system’s goals frequently seem to shift. With that, Identity Management becomes a handful for everyone.

In this final chapter we list all the technological trends that make a development to in the net possible, what the social implications of this new phase in our information society are, and the roles that citizens can play themselves in managing their identities. The concept Identity Management has been described in the introduction as a combination between privacy and empowerment. Privacy is a basic right, protected according to the Fair Information Principles, as described in the first chapter. However, citizens also want to make good use of the information that the new systems in public space collect and process. From the perspective of empowerment, we define the roles of (groups of) citizens in dealing with personal data.

The Netherlands has its own particular way of going in the net: there is a strong belief in large information systems to solve many problems, coupled with an open and lively debate among many stakeholders. This makes the Dutch situation ideal for learning lessons on how governments, businesses and citizens give shape to data systems and deal with the use and management of personal data. We also contrasted the different Dutch case studies to comparable systems in Europe, Asia and the US. Finally, we kept in touch with users of these systems through the design sessions.
The Technology from on to in the Net

For a long time, the digital world was separate from the physical world – cyberspace and electronic highways had nothing to do with public space and asphalt roads. Around the turn of the century, most people in developed countries were on the net. The past decade, four technological trends have become apparent, which show that they are going from being on the net to being in the net. The first trend is the visible appearance of digital devices in public space: from ticket machines to cameras, digital wicket gates, GPS and mobile phones. These devices add unique numbers to objects, events and people, building up a digital identity while you move through public space. CCTV made its first appearance in the 1990s. Mobile phones only had their breakthrough at the start of this century and TomTom is also something from recent years. Contactless smart cards in public transport can currently be used in most large cities around the world. The devices to check in and out exchange information and link it to a specific place and time. They do not only register that something has been paid, viewed or that a call has been made, but also where it happened and when.

Digital devices pass on this data through networks that are increasingly fusing together. Digital convergence is the second trend. This can be seen best in mobile telephones: GPRS, UMTS, RFID, Wi-Fi, Bluetooth and GPS all come together in the same device. Also with road traffic, loads of data congregate – from meanders in the road, cameras by the road, signals from mobiles and satellite navigation systems – thrown together they form an overall picture of traffic. Thus, we are speaking of a network of networks. Next to this, there is a strong inclination to link all this information to the internet: the net of nets. Consequently, the ‘Internet of Things’ has become the most commonly used term for this development: all sorts of vehicles, cards, mobiles and consumer products receive a separate IP address 1, get platform for all sorts of services. Increasingly, data on objects, people and events include X, Y and T (time) coordinates. Here we enter the field of geo-data, which was once a small academic branch and which is now one of the hottest topics at IT conferences. Combining these data on the map, the abovementioned scenario of Living Maps becomes a reality.

Fourthly, internet, and thereby the above services, has become available in many more places, especially through smartphones, laptops and netbooks. In just a short time, many urban areas have become covered by a network of antennae, while the Netherlands is almost fully covered as a country. With the changeover from GPRS to UMTS and WiMAX, the bandwidth of these networks increased. The speed of data exchange which was, until recently, only possible from behind a desk, is now almost always available, almost anywhere in public space. This does not only make it possible to deliver more data, it also makes it possible for people to communicate through images, not just sound. Soon, more people will make use of location markers through NFC, matrix codes and GPS coordinates, turning their phone into a mouse to click on and read their environment. Subsequently, information will be increasingly location-based and displayed on maps, such as Google Earth and TomTom, connecting cyberspace to the here and now.

Does this complete the circle; has the net closed in on us? No, not yet, and the question is if this will ever happen. The developments described here are trends and not endpoints. The net doesn’t cover everywhere; it contains many gaps. Sometimes these gaps have been chosen consciously because of privacy reasons or because complete netting is not cost-effective. The time factor is relative, too. The clocks of the devices are not always completely synchronised and many nets slow down because data in transfer is buffered. Even if all data is available live, it will not always be seen by someone, because there is simply too much to see. However, the four trends do contribute to a feeling and an expectation that everything is always and everywhere connected to the net.

Futurists such as Ray Kurzweil (2005) use the term ‘singularity’ to mark the point in history when computers, through exponential development in computing speeds, will become smarter than people.2 One of the critiques on this notion is that mankind is capable of much more than only processing data; we have feelings and intuition, whereby a computer will never outsmart a human. From the perspective of the digitalisation of public space, we could adapt Kurzweil’s perspective and call it ‘network singularity’: the point where all networks are connected and machines are better networked than humans. Gerard van Oortmerssen states that from the perspective of a single worldwide network, two future scenarios are conceivable. In the first scenario, the intelligent network increases our knowledge and power, which in turn creates a stronger social network and a collective consciousness. In the second scenario, technology develops itself to a superior new ‘species’ (in Darwin terminology) which will start to lead its own life and ultimately dominate mankind.3
Computers may not surpass man in individual capacities to act, but they will surpass us in the way in which we are networked. We therefore need an open discussion about how the architecture of this net must evolve and agree upon a set of design principles. First of all, this is to prevent one group of users from dominating public space over others, but perhaps also to enable us humans to govern the net instead of the net governing us.

Identity Management in the Net

What is the meaning of the development from on the net to in the net for the privacy debate? In order to interpret this question we looked at the history of the privacy debate at the beginning of this book. The privacy debate stems from the 1970s, but with the rise of the internet it got another face in the 1990s. The theme of the privacy debate in the 1970s was Big Brother; fear for misuse of personal data between citizen and state. Citizens supplied personal data for the pleasure of the welfare state. In the 1990s we went on the net which posed us two extra challenges. Markets and citizens check in by themselves. Personal data has become an important medium of exchange for the free obtainment of certain commercial services. Citizens do not only share personal data with the government or markets in exchange for services, but also consciously produce personal data and make this publicly available on the internet, as can be seen on social networking sites such as Facebook, MySpace and LinkedIn. Interestingly enough, it is often the market that makes this possible (usually free of charge). Managing personal data is thereby not only a matter of fear for misuse; the wish to generate personal data and make it available is characteristic of our time.

Therefore, the concept of Identity Management is more suitable for this time: a combination of the protection of personal data (privacy) and the wish for self-realisation (empowerment). The concepts of privacy and empowerment are connected in various ways. Firstly, the basic right for privacy is regulated in such a way that citizens are able to develop themselves in relatively unconstrained and autonomous ways. The right for privacy is principally empowering to the individual. Protection of personal data is legally covered through the Fair Information Principles; in case of the Netherlands the Data Protection Act (DPA), which is monitored by the Dutch Data Protection Authority. Still, these principles offer all too meagre prospects for the wishes and the skills of modern citizens. We therefore use empowerment as a supplementary perspective that can give us insights into how people wish to deal with their personal data.

In the following four sections we will describe in what ways the right to privacy is protected when we start living in the net. The privacy principles form the legal starting point of this debate. These principles encourage the collection and processing of personal data happens with utmost care. How do they give meaning to its guidelines, such as purpose specification and limitation to data collection, in the net? We also look at in the net from a citizen empowerment standpoint. From this perspective, the laws and institutions do not play a central role; it is the skills and wishes of citizens that matter. We look at a citizen in his role of inquirer and user of information, manager of his identity, co-designer of systems and services, and requester for security. These roles can be seen in the four central topics that we will cover: use of personal data, management of personal data, design of IT systems and use of personal data for criminal investigation. With each theme we will formulate a number of design principles (see box below) from the perspectives of the protection of personal data and empowerment.

...
Use of personal data

1. Safeguard citizens’ anonymity in public space as much as possible.
2. Let citizens, too, profit from their own personal data.
3. Promote access to (government) data.

Design principles for Identity Management in the net

Starting points and design principles for the use of personal data

Perspective | Safeguarding personal data | Empowerment
---|---|---
Starting points | Dealing with informational inequality. | Public request for informational equality.
 | Citizens’ rights to privacy (constitution, DPA). | Citizens’ rights to access to government data.
Design principles | 1. Safeguard citizens’ anonymity in public space as much as possible. | 2. Let citizens, too, profit from their own personal data.
 | 3. Promote access to (government) data. | 3. Promote access to (government) data.

Use of Personal Data: Limitations and Giving Access

Especially with the use of personal data, empowerment offers a radically different viewpoint than the protection of personal data (see table below) does. In protecting privacy, limiting the use of personal data is central. The thought behind it is: the less data that is being registered, the less misuse can be made of it; the so-called Collection Limitation Principle. This principle is immediately applicable to the protection of personal data in public space, fulfilling the desire to safeguard the anonymity of citizens in public space as much as possible. Only when national security is at stake, this right can be withdrawn. However, citizens do not always wish to remain anonymous in public space; they sometimes want to be recognised and known. The empowerment perspective gives attention to users’ needs to have control of their personal data and make themselves visible to others. Important design principles that come into play here are as follows: let citizens, too, profit from their own personal data, and give them access to (government) data.

Design of IT systems

1. Keep identities as separate and revocable as possible.
2. Involve citizens with determining system requirements and the development of new services.
3. Let old systems run alongside new ones.
4. Avoid too much systematism.

Use of personal data for criminal investigation

11. Make clear under what circumstances the right to anonymity can be revoked.
12. Consider the costs and benefits of the investigation with regard to the goal and the infringement of privacy.

Use of Personal Data:

Limitations and Giving Access

Especially with the use of personal data, empowerment offers a radically different viewpoint than the protection of personal data (see table below) does. In protecting privacy, limiting the use of personal data is central. The thought behind it is: the less data that is being registered, the less misuse can be made of it; the so-called Collection Limitation Principle. This principle is immediately applicable to the protection of personal data in public space, fulfilling the desire to safeguard the anonymity of citizens in (digital) public space. This principle is brought forward most clearly at screen captures of individuals in public space; such as through CCTV and Google Street View. For example, a local government act ensures that anyone captured on CCTV not committing an offence will remain anonymous. Identification only takes place in the case of criminal investigation. After a public outcry, Google Street View used face-blurring technology to make people unrecognisable. This solution is not waterproof. In certain cases, citizens can ask Google to remove unwanted images.

Anonymity is also important when moving through public space. The Telecommunications Act only allows the processing of location data if it is made anonymous. This is why TomTom cuts the beginning and end off each route; so data cannot lead back to specific addresses. With contactless smart cards in public transport, a passenger’s anonymity is not possible in the Netherlands if they have a discount or season pass, while the Hong Kong Octopus card does: it only defines you as a student, elder or child and it is only personalised if you asked for it. The need for anonymous travel as a default setting will probably be a central theme at the privacy discussion on pay-as-you-drive, too. There are innumerable ways in which this principle can be embedded in the yet-to-be-built Dutch dynamic road pricing system, for example with prepayment or with an option to keep using the old way of road taxing next to the new one.
personal data which is being collected by public or private organisations. Moreover, this enlarges the basis for introducing new systems.

3 Promote access to (government) data
Technologies such as the internet, Google Earth and TomTom are being embraced by users, because they make data accessible to everyone in an easy, affordable way. From the perspective of empowerment, sharing data is an important design principle. Until now, mostly private parties have ensured this. The government also does this, but could do more. Concerning contactless smart cards in public transport, the Netherlands has a national, publicly accessible database with real-time traffic data planned out. The networked car shows that in the field of traffic data, private parties cooperating with the National Data Warehouse for Traffic Information (NDW) delivered a real-time data system. Still, there is a lot of public data that is difficult to access. The European INSPIRE guideline therefore requests governments to take an active role in making available any geographical data to other parties. 7

Personal Data Management: Institutional Management and Individual Management

The second subject concerns safe management of personal data in order to avoid misuse by third parties. Institutions can play a role in this, but also users. Different principles apply for the organisations that are responsible for the management of personal data. According to the Data Quality Principle, personal data collected should be relevant to the purposes for which they are to be used, and when used it should be accurate, complete, and kept up-to-date. The Security Safeguards Principle is aimed at security measures to minimise the risk of unauthorised access, destruction, use, modification or disclosure of personal data. Finally, the Openness Principle states that the collection of data should happen in a transparent way to the user. What these principles do not cover is how citizens can play a role in managing personal data. Moreover, they do not take into account the important role played by socially active computer scientists, who provide a service to our society when they exhibit the weak points of a data system in a timely manner.

2 Let citizens, too, profit from their own personal data
Many users welcome the advantages that information technology can offer them through their personal data. Think in terms of convenience, discounts to services or information. A good example would be a location service, such as Foursquare or Google Latitude. Instead of being anonymous, users of these services actually want to let certain people know where they are. The parallels with social networks on the web are apparent, but a spatial component has been added. Using this information, it is also possible to map your own behaviour: the life-logging trend.

The different systems that have been described offer numerous potential services for the advantage of users. In case of digitalised public transport, companies could offer a best-pricing system, with which passengers gain insights in the cheapest way to travel. Current satellite navigation systems offer technical options for letting your friends know where you are at a given moment, as Kolman demonstrates with her Networked Car experiment.8 Choosing for such a service is not obligatory, it is a choice. In offering users more chances of using the data that becomes available to them through various data systems; they, too, can profit from their own
**Starting points and design principles for the management of personal data**

<table>
<thead>
<tr>
<th>Perspective</th>
<th>Safeguarding personal data</th>
<th>Empowerment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Starting points</td>
<td>Fight damage from data, such as identity theft.</td>
<td>A citizen as protector and manager of his dynamic identity.</td>
</tr>
<tr>
<td></td>
<td>Security by security experts and frequent privacy audits.</td>
<td>The power of civil disobedience.</td>
</tr>
<tr>
<td>Design principles</td>
<td>4. Provide good, institutional management of personal data.</td>
<td>5. Make use of the knowledge and social engagement of hackers.</td>
</tr>
<tr>
<td></td>
<td>6. Enhance the amount of control that citizens have over their own digital identities.</td>
<td></td>
</tr>
</tbody>
</table>

### 4 Provide good, institutional management of personal data

Good, institutional management demands the security of personal data and the transparency of the way in which it is managed. The cases show various ways in which similar data protection principles are anchored. The providers of satellite navigation appear successful in the implementation of the limitation principle, for example through chopping off the first and last piece of every route and through applying encryption. The Limitation Principle appeared to be problematic with contactless smart cards in public transport and CCTV. With contactless smart cards, public transport companies are obliged to have a privacy audit performed every two years and inform the Dutch Data Protection Authority of the results. Moreover, the government, prompted by social organisations and the Dutch DPA, asked these companies to establish a code of conduct. This code shows that there is no research into travelling behaviour, marketing or issuing data to third parties, unless the passenger has explicitly given permission for this. Nonetheless, due to the continuous changes in the guidelines and the shifts between opt-in and opt-out rules, it is still unclear to passengers who follow them.

In case of camera surveillance, a specific legislation was deemed necessary. CCTV was seen as a technological innovation with possible huge consequences for the privacy of citizens in public space. Within society and politics, a gradual, yet great need arose for clarity on how camera images ought to be handled. Therefore, a specific legislation was developed for CCTV that gives citizens the right to see the images, know when they were filmed, and have specific images removed, amongst other things.

In practice, however, it appears that a large number of municipalities do not actually offer these possibilities.

Concerning pay-as-you-drive and Near Field Communication, the discussion on the institutional protection of personal data has yet to commence. Considering the experiences with CCTV, it seems wise to develop separate statutory regulations for pay-as-you-drive. Where CCTV is local and concerns demarcated public areas, dynamic road pricing will cover the entire country. Even more than with CCTV, therefore, this is about a large, technical system with potentially massive consequences for privacy. In case of NFC, additional regulation may not be necessary once it is clear who is actually managing the personal data, the so-called Accountability Principle. A Trusted Service Manager may as well fall under the current banking and telecommunication rules, as long as it is clear the this party is accountable for handling the data.

### 5 Make use of the knowledge and social engagement of hackers

No data system can be one hundred per cent secure; every code can be hacked. However, it is certainly useful to design systems in such a way that the effort that has to be made to hack the code is larger than the yield. Moreover, procedures ought to be developed just in case the system does get broken into. In order to achieve this, it is important to subject the system from the start to so-called ‘white hat’ or ethical hackers. These socially responsible hackers distinguish themselves from the bad guys through an important principle: if you are able to hack the system, you will first notify the organisation responsible, so they can take measures.

In this way, security experts of the Digital Security Group of Radboud University showed that various RFID systems based on the MiFare Classic chip can be hacked. Because this chip is not only used for the Dutch public transport contactless smart card but also in important government buildings, the group brought the news with utmost care. First the authorities and the owners of the systems were notified and precautions could be taken — within the system itself and within the organisation behind it. Malicious hackers could have gained access to the buildings by hacking the chips, or begun circulating fake smart cards. Because of the work of the Digital Security Group, the chip in the cards was replaced with more secure chips and all sorts of fraud detection mechanisms were set in place in the back office.

The race between security experts and hackers carries on, undiminished. And the bigger the interest of the system, the bigger the attraction for hackers — both the benevolent as well as the malicious ones. If the dynamic road pricing system will ever gain ground, it will become a strong magnet for hackers. Openness between the authorities and companies who will manage the system, including the white hat hackers, will be of great importance.
6 Enhance the amount of control that citizens have over their own digital identities

The digital identities of citizens are only partially protected by the DPA. For example, the act gives citizens insights into collected data, but in practice, it is frequently unclear who knows what about you and what this person does with this knowledge. Also, citizens do not have a right to see in what way their digital identity gets established. Options for citizens to manage their identities themselves are limited. In this way, the legal demands of the DPA frequently lead to illegible end-user license agreements, which users do not read, but simply check for the sake of agreeing. Thereby providers adhere to the law, while citizens do not know what they are up against, let alone that they can decide what does and what doesn’t get told about them. It is important that users are able to make the right choices concerning how people handle their personal data. Incomprehensible juridical texts will not help citizens with this.

The so-called Privacy Coach (see case study Money Mobiles) is an innovative concept designed to help users with negotiating the use of their personal data. Based on a questionnaire, the user builds his own profile and the Privacy Coach will indicate if this profile matches the provider of services. In case of a mismatch, the user can enter a discussion with the provider. If the coach provides a match, users can be assured that whatever happens to their personal data is alright with them.

The case studies show that users especially like convenience and
### Starting points and design principles for the design and use of IT systems

<table>
<thead>
<tr>
<th>Perspective</th>
<th>Safeguarding personal data</th>
<th>Empowerment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Starting points</strong></td>
<td>Privacy as legal precondition.</td>
<td>Users as co-designers of the system.</td>
</tr>
<tr>
<td><strong>Design principles</strong></td>
<td>7 Keep identities as separate and revocable as possible.</td>
<td>8 Involve citizens with determining system requirements and the development of new services.</td>
</tr>
<tr>
<td></td>
<td>9 Let old systems run alongside new ones.</td>
<td>10 Avoid too much systematism.</td>
</tr>
</tbody>
</table>

#### 7 Keep identities as separate and revocable as possible

If you check in on the net, a unique number is sent to a database which leads to your digital identity in that system. This number is random, in principle, but it is frequently linked to numbers which are not easily substituted: address, date of birth or a national identification number. This makes it easier to link files, which will provide more information on you and consequently optimise service. However, at the same time, it makes it harder to switch identities, in case your identity is not right, stolen, or for any other reason unwanted.

The 16-digit number on Dutch public transport cards, the numbers in your mobile telephone or your email account are, in essence, random numbers. If your card gets hacked frequently or you suddenly get a lot of unwanted advertising, your number can be exchanged for another one and you begin a new digital identity. With traffic jam detection in the Tom-Tom system, the temporary nature of numbers is programmed in already: your car will be assigned a new number time and time again and thereby builds but a minimal identity. The number is there to identify you as someone who drives in a certain place at a certain speed, and not who you are. Like this, facets of your digital identity are not only technically separable, but also organisationally. Only the organisation responsible for the management of the system has access to what hides behind the number. According to the same line of thinking, databases with personal data and transaction data of NFC services could be separated and adaptable too.

Other numbers are often less changeable and thereby cause people to build a richer digital identity over time, across various systems, such as addresses or a vehicle registration number. A national identification number is the most permanent identity number that citizens have: this number is unique and remains the same from birth to death; all systems in which you are registered with this number could in theory be linked. A reserved approach to using this number is therefore advisable. If something goes wrong with this, the citizen concerned can have problems the rest of his life.

#### 8 Involve citizens with determining system requirements and the development of new services

The different case studies show that Dutch citizens (individuals and in groups) like to let their voices be heard, answer if a certain system should be introduced at all, and determine the design requirements for the system. With CCTV, in about half of the cases there had been some consultation with neighbours. In three-quarters of these municipalities, citizens voted for the introduction of CCTV. The development of NFC in the key mobile went hand in hand with user tests and public surveys by Rabo Mobile in the Dutch Midlands and by Payter in Rotterdam. Dynamic road pricing sparked political unrest concerning the internet survey of the ANWB and its import for political decision-making processes. Some Dutch parties even suggested to let the introduction of dynamic road pricing be determined by a referendum. It makes quite a bit of difference for what kind of system you vote ‘yes’ or ‘no’. This is why it is important to, in an early phase, involve citizens and social organisations with the design of a system.

A role that is still somewhat underexposed is the role of citizens as devisers or even (co-)developers of new services. During the emergence of internet and mobile telephones, users themselves appeared to play an important role in innovation. The emergence of SMS and Wikipedia has been brought about by users. The challenge is to make use of the gigantic innovation potential that users have, especially now we are going in the net. The design sessions on the Living Map demonstrated the citizens are ready for it.

#### 9 Let old systems run alongside new ones

While in almost all shops in the Netherlands you can pay by bank card, you can also pay cash, or through other electronic systems. A new application such as NFC will only become successful if users truly find a use for it. It is a matter of providing enough choice: space for new applications, without users immediately having to discard the old one. However, this does lead to the consequence that promised new systems take longer to prove themselves.

With contactless smart cards and pay-as-you-drive, the wish to have new systems run alongside the old ones is under great pressure; these two systems only seem to work optimally when other systems are excluded. For example, the contactless smart card system can only completely calculate the income and expenses of carriers when other payment methods have been abolished. The system only gives a total overview of the passenger streams when all passengers check in and out. The gates at the station
can only bar fare dodgers if there is no other way of getting onto the platform. It is therefore understandable that the providers of the system are in a bit of a hurry with abolishing the old system. From a passenger’s point of view this hurry is much less comprehensible. He enjoys having choices. Letting two different systems exist alongside one another is also a gauge to the provider of the success of the system. Only when the majority of passengers switch to the new system, the old system can be abolished. Therefore, the consumer’s union and Rover plead for a dual system. Japan, too, where they have the saying ‘the customer is God’, has chosen for this approach. In this way, the system makes a friendlier impression to users, while it forces the provider to convince passengers of this particular system’s added value.

The introduction of dynamic road pricing, too, poses the problem of switching from an existing to a new situation. How long will the Ministry of Transport, Public Works and Water Management allow for one driver to pay per kilometre and another to pay per year? Or should road users be able to choose themselves according to which system they pay?

10 Avoid too much systematism
Some of the information systems we have described can be used for the overt categorisation of citizens by states or business, leading in some cases to outrages of Big Brother accusations. Still, more subtle forms of systematism often escape our attention. Facial recognition in digital passports compels every citizen not to laugh upon having their passport photograph taken. This way we quietly lost something beautiful: freedom of expression. It is of utmost importance that citizens’ freedom of expression in public space is preserved. Take dancing in the streets. A smart camera will detect this as aggressive behaviour and will send police to the location in question. It would be a great loss if, at some point, citizens become aware of these mechanisms and thereby suppress the urge to dance in the streets or boisterously embrace others. Such new forms of self-discipline because of the digitalisation of public space are unwanted.

The design sessions on the future image of the Living Map brought forward a different, modern form of systematism. We observed fierce discussions between participants on the correct balance between predictability and spontaneity. Advocates describe the advantages of the new data systems through a more efficient organisation of their daily lives. Opponents fear a ‘computer-directed life’, in other words, the automation of human existence. In his book with the telling title of The Tomtomisation of the Passionate Human Being (2006), Joep Schrijvers conveyed a similar message. He describes the rise of the so-called ‘neologistic order’. In contrast to the form of systematism as described above, this does not concern a central power that forces something upon a user, but rather a decentralised power that users themselves can wield. The neologistic order is characterised by thinking in terms of utility; everything is subjected to goals to be achieved. In order to achieve a given goal, all sorts of data systems are used, that preferably keep users up to date in real-time on the changes in the environment, so that the path towards the desired goal can constantly be adjusted. TomTom fits perfectly within the new neologistic order; especially the real-time navigation systems that are now being developed. In such systems, the destination is pre-programmed and current traffic data is collected and processed real-time, and based on this, adjustments are made to the optimal route.

The central question from the empowerment perspective is to what extent these kinds of data systems can help people to organise their lives better, or if they actually push them into a straightjacket of efficiency. Schrijvers states that those systems rob human beings of their existence: ‘It has become out of the question to lead a life that is a succession of joyful and sad events that may overcome a person’. Apparently, empowerment also has limits and can be its own enemy. FriendFinder increases the chance of getting back in touch with old friends, but perhaps decreases the chance of meeting new friends. The Child Safety Service in Japan pinpoints the location of a child in a neighbourhood to gives parents tranquillity of mind, but perhaps it also robs these same children of their much-needed freedom to develop themselves into independent adults through trial and error. In what ways do weather radars make our lives more pleasant, and where does this cybernetic system keep us from having a beautiful walk, if need be in the rain? Moreover, it might be necessary for our development as human beings to once in a while meet someone that does not match our profile.

Use of Personal Data for Criminal Investigation: Security and Privacy

In order to save victims, find witnesses and trace suspects, people need to be identified. When high security interests are at stake – a collective interest – citizens may lose their right to privacy temporarily. When security is at stake, the DPA is overruled by laws covering investigation. With new data systems it is not always clear what powers investigation services actually have. In those cases, the government ought to make clear in what situations and how investigation services may make use of data in those new systems. Revocable anonymity seems to be a suitable design principle that deals with the area of tension surrounding security and privacy. Also, investigations ought to happen cost-effectively and must be balanced with other important social values. This is why it is important that the costs and benefits of means of investigation are considered carefully with regard to the goal of the investigation (what type of crime has been committed?) and the infringement of privacy.
**Starting points and design principles for the use of personal data for criminal investigation**

<table>
<thead>
<tr>
<th>Perspective</th>
<th>Safeguarding personal data</th>
<th>Empowerment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Starting points</strong></td>
<td>The privacy (anonymity in public space) of law-abiding citizens is safeguarded.</td>
<td>Investigations must happen cost-effectively and must be balanced with other important social values.</td>
</tr>
<tr>
<td></td>
<td>Citizens ought to know the jurisdiction of investigation services.</td>
<td></td>
</tr>
<tr>
<td><strong>Design principles</strong></td>
<td>11. Make clear under what circumstances the right to anonymity can be revoked.</td>
<td>12. Consider the costs and benefits of the investigation with regard to the goal and the infringement of privacy.</td>
</tr>
</tbody>
</table>

**11 Make clear under what conditions the right to anonymity can be revoked**

According to computer security expert Hoepman, the contrast between privacy and security does not have to be irreconcilable. He pleads for revocable privacy. Not every citizen in the streets is constantly followed. Users of data systems receive a number with which they build their digital identity. The link between that number and the data which can instantly lead to the physical identity of the person (name, address, national identification number, registration number, picture) can be encrypted, and only under very strict provisions be released. A single party manages the system, with only anonymous numbers, while another party holds but the key between the number and the person. The police are the third party. They are authorised to get the key for this anonymous identity under certain conditions, for example if someone is suspected of murder. This way, the privacy of most users is guaranteed, while a small group of suspects can still be identified.

According to the design principle of revocable privacy or anonymity, networked drivers can get a number for settling bills for road usage and predicting traffic jams. If the car is used as a getaway car at a bank robbery, or if the driver speeds through a village at 200 kilometres per hour, the police will receive the key in order to retrieve the identity of the driver concerned. With contactless smart cards in public transport, the link between the 16-digit number and the name and the national identification number of the person in question can be encrypted and can only be released under clear conditions.

A similar protocol also offers an opportunity to discuss the conditions under which upholders of justice may receive the key, and to establish these conditions legally. Currently this is not the case; for each case data is supplied by the Prosecution Counsel, as was done in May 2007 with a rape in the Rotterdam underground (see case study Gated Stations). The fact that the Prosecution Counsel was able to supply this data, with the exception of passport photographs, forms important jurisprudence, which was litigated about for two years. It would have been better if Trans Link Systems directly let the carriers, passengers and investigation services known what they were up against.

Another example is automatic number plate recognition. Until the start of 2010, according to the Dutch Police Records Act (Wet politiegegevens), the registration numbers of drivers who have a clean record (the so-called ‘no hits’; people who are not wanted by the police) could be stored for three days. The Dutch Data Protection Authority found that police forces in Rotterdam-Rijnmond and Usselland broke this law. They saved all data for ten to over 100 days. The forces had concluded that the reprimand of the Dutch DPA was exaggerated. The government, in turn, adjusted the act by extending the storage time for non-suspect citizens to ten days. This way of handling the situation is debatable. In the many public surveys we see that citizens have a lot of trust in police use of data systems. Resolute violation of laws by the government itself impairs this trust.

The social discussion on the balance between privacy and investigation will become more important if it does not only cover the investigation of crime, but also the so-called preventative investigation; an investigation conducted already before a criminal offence has been committed. The General Intelligence and Security Service in the Netherlands (AIVD) does this more and more frequently in order to track organised crime or terrorists before they carry out their crimes. The case of automatic number plate recognition (ANPR) by the police is also a form of preventative investigation. Especially in such cases it is important to make clear, through a public and political debate, under what circumstances the right to anonymity can be revoked.

**12 Consider the costs and benefits of the investigation with regard to the goal and the infringement of privacy**

The social debate on powers of criminal investigation often covers the contrast between security and privacy. The Advisory Committee Security and Privacy from 2009, also called the Committee-Brouwer-Korf, states: do not collect more data than you need based on a risk analysis (proportionality) and use this data only for the goal for which permission was granted (goal commitment). The costs of an investigation also ought to be included in the discussion on costs and benefits of investigating. The data retention guidelines state that organisations responsible for managing data systems must save data on who communicated with whom, paid what and where, for one whole year, and they must be able to provide the police with this data within a quarter of an hour in a certain file format (see Chapter 1, Living in the Net). The costs for the adjustment...
of the systems and the provision of data are paid by the provider, and therefore indirectly by the user. This way it is unclear how much this security actually costs, let alone that it can be established whether the benefits outweigh the costs. The EU Data Retention guideline 2006 has been drafted for simple internet and telephone traffic, such as mobile telephone traffic, two computers that use the internet to make contact, or a switch transaction. Now we go in the net, our daily actions are increasingly digitalised and thereby fall under the Data Retention Act. Consequently, the costs for data retention have exploded. It is important to map this increase in costs and include this in discussions.

The book Check In / Check Out shows that we are going in the net. Through innumerable devices and systems, from automatic number plate registration and smartphones to CCTV and satellite navigation systems, public space is becoming increasingly computerised. This causes ‘an external shell of intelligence around the Earth’.10 This digitalisation of public space signifies a new phase in our information society. In this chapter we have examined the social implications of this development through the lens of Identity Management, as well as the role that citizens can play themselves. In order to give direction to the way that the government, businesses and citizens can deal with the digitalisation of public space, twelve design principles have been described for Identity Management in the net. What kind of general image does this exercise generate? How do the different design principles relate to each other? And to what extent does Identity Management differ between in the net and on the net?

The privacy discussion broadened with the emergence of the internet. Next to the protection against misuse of personal data, the use of personal data had become important to the government, businesses and citizens. The wish to promote the internal market through making an (international) exchange of data possible was granted with the Fair Information Principles, which prescribes how personal data needs to be carefully managed. With Identity Management in the net, we can see a number of familiar principles return. The phase of society in the net, however, is characterised by more data streams; every aspect of our daily lives, and where and when we are in public space, is digitalised. This way, the implementation of basic principles such as goal commitment, limiting use of personal data, and good security, have become more complex and harder to introduce and enforce (see design principles 1, 4 and 7). A part of the solution can be found in the empowerment perspective. We plead for a raise in citizen control over their own identities and the inclusion of citizens in deciding the requirements to which data systems must adhere (design principles 6 and 8). The security of these systems, too, can benefit from the social concern of hackers (design principle 5).

The shift from on the net to in the net probably comes forward most in design principle 1: Safeguard citizens’ anonymity in public space as much as possible. The protection of privacy is a basic right, also in public space, so citizens may develop themselves autonomously and without constraints. This right can be revoked when security interests are at stake. The new data systems in public space offer plenty of opportunities for maintaining order and (preventative) investigation. However, the end does not justify all means. There is a need for a public and political discussion on the conditions under which a citizen’s anonymity in public space may be revoked (design principle 11). We also plead for weighing the costs and benefits of (preventative) investigation against the goal and the infringement on privacy (design principle 12).

The above discussion on privacy and security indicates that the relationships between the various design principles are not free of tension. Principles that are set up from the perspective of personal data protection may be at odds with certain empowerment principles. Citizens do not only wish to remain anonymous in public space, they also want to show where they are and who they are. We are speaking of a Web 2.0 that has received a spatial component. This social web, or the ‘internet of people’, stretches across public space. Citizens, too, want to profit from the data that other parties are collecting on them in this public space, as well as from all the other (government) data that is available in this space (design principles 2 and 3).

However, even empowerment has its limits. The new data systems that span public space offer citizens innumerable possibilities and plenty of room to organise their lives and fully enjoy public space. At the same time, these cybernetic systems have a tendency to impose new kinds of social constraints on people (design principle 10). In the field of investigation, Bart Schermers sees a development from an ‘architecture of observation’ to an ‘architecture of control’, which will have a negative impact on the autonomy of citizens moving through public space.11 But businesses (personalised advertising) and we ourselves (think TomTom, FriendFinder), too, wish to make use of the options for control that IT offers in public space. It is therefore important to make sure that all these digital relations do not keep us from connecting to our fellow citizens in the street. We lost a large part of public space years ago with the emergence of cars and slowly we are winning it back through limiting traffic in inner cities and through car-free Sundays. Let us make sure that digitalisation enriches public space, and that there will be no need in ten years to vote for a digi-free Sunday.

This concludes our joint journey through digitalised public space. You may now check out. Or is that no longer possible?
1 The current IPv4 does not provide enough unique identities for that, but with IPv6 we will have a virtually inexhaustible number of internet addresses available.


6 http://bliin.com/

7 http://inspire.jrc.ec.europa.eu/
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Global Positioning System, a satellite system that helps people to determine their position. The transmitting part of the system consists of 24 satellites that orbit the Earth along six fixed trajectories, each of which emits a unique signal. With reception of at
consists of 24 satellites that orbit the Earth

Global System for Mobile Communic-
cations, the most common standard in the world for mobile phones. Next to exchanging data, this system can also be used for deter-
maining where the mobile phone is situated,

The GSM Association, a worldwide organisation that represents Mobile Network Operators and manufacturers of mobile phones. This is where agreements are made on certain standards.

Internet Protocol, which stands for the way in which computers communicate with each other over networks; this is supported by all computers on the Internet.

IP-address: A unique number given to all computers, so they can be identified within the network. In IPv4 these were roughly 4.3 billion numbers, but they have almost all been used. With the new version, IPv6, a practically infinite amount of addresses are available: \(3.4 \times 10^{38}\).

Matrix-code: A 2D barcode. Just like bar-codes, these codes can be read optically by digital cameras, such as mobile phones. A black dot signifies a ‘1’ and a white dot a ‘0’; this way a number is shaped which, for example, refers to an internet address. The most well-known examples are the QR Code, Semacode and Microsoft Tags.

Mobile Network Operator, a business

IP: Internet Protocol, which stands for the way in which computers communicate with each other over networks; this is supported by all computers on the Internet.

Calculating table, from decimal to binary numbers

<table>
<thead>
<tr>
<th>Decimal</th>
<th>(2^3)</th>
<th>(2^2)</th>
<th>(2^1)</th>
<th>(2^0)</th>
<th>Binary</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0001</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0010</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0011</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0100</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0101</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0110</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0111</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1000</td>
</tr>
</tbody>
</table>
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