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Preface 

Some people keep an entire chunk of their lives in the cloud. So do businesses and 
public authorities, which even store information that is vital to society there. This 
growing dependence on cloud providers, which are often foreign companies, 
creates new risks: loss of functionality due to system failures and loss of control of 
data and data processing. The changing nature of digital vulnerabilities makes it 
essential to invest constantly in cyber resilience. New digital developments such as 
machine learning and the rise of the quantum computer compel it. 

 

This report, which has been written at the request of the Cyber Security Council and 
falls under the theme of Digital Society in our Work Programme, explores the 
opportunities that will be created by new technological developments in the near 
future and how they can be exploited to improve the cyber resilience of the 
Netherlands. For this report, we carried out a literature study, conducted interviews 
and organised workshops with experts, stakeholders and policymakers.  

 

We discovered that cyber resilience is like the human immune system. It is 
impossible for the body to repel all of the attacks on it: the immune system deals 
with intruders and internal incidents or tries to control them. A healthy person who 
takes precautions will be more successful and for longer in that regard. 

 

New technologies such as (again) machine learning, post-quantum cryptography, 
LiFi, 5G networks and distributed systems provide opportunities for enhancing 
cyber resilience. But so do many existing technologies that are not adequately 
exploited. The government can take the lead in promoting the use of these 
instruments, for example by widely employing strong forms of encryption and 
investing in the further development of machine learning and post-quantum 
cryptography.  

 

The purpose of this report is to provide building blocks for an advisory report by the 
Dutch Cyber Security Council for the national government.  

 

 

Melanie Peters 

Director, Rathenau Institute 
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Summary 

Introduction 

The Dutch Cyber Security Council (CSR) is a national, independent advisory body 
for the government composed of high-ranking representatives from public and 
private sector organisations and the scientific community. The CSR promotes cyber 
resilience in the Netherlands. It asked the Rathenau Institute to investigate how 
new technologies can contribute to enhancing cyber resilience in the Netherlands. 
The aim of the study is to provide building blocks for an advisory report by the CSR 
for the national government.  

 

The report covers: 

• the anticipated technological developments in the Netherlands in the medium 
term (a period of 2-8 years); 

• the implications of those developments for existing cyber vulnerabilities;  

• the opportunities that these new technological possibilities create for increasing 
cyber resilience;  

• the conditions that have to be met in order to take full advantage of those 
opportunities; and 

• the lessons that can be drawn from experiences in other countries.  

The report devotes special attention to public organisations and suppliers of vital 
services.  

 

The study focuses on new technological developments.1 However, the significance 
of technology depends on the practical use that society makes of its potential. This 
means that technological developments are shaped in part by various non-technical 
aspects, such as the cyber skills of users, organisational processes and legislation 
and regulation. This study into how the opportunities created by new technological 
developments can be grasped therefore concludes with a review of these wider 
conditions. 

 
 
1  See appendix 1 for definitions of the technological terms used in this report. Those terms are marked with an 

asterisk (*) in this summary. 
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Relevant technological developments 

This study concentrates on technological developments that are expected to have 
practical relevance for cyber resilience in the Netherlands in the coming years. It is 
not concerned solely with technological developments that are ‘new’ in an academic 
sense.  

 

Two examples will illustrate this. The quantum computer* will not be sufficiently 
advanced for use in practice in the immediate future. However, its prospective 
arrival is relevant for this study because measures will have to be taken in the 
coming years to protect existing IT systems against the risk of an attack with a 
quantum computer. On the other hand, the Internet of Things (IoT)* is not a new 
technological development, but the explosive growth in its use in the coming years 
will force us to rethink how the Netherlands should address the vulnerabilities it 
creates. The further development of IoT is therefore relevant for this study. 

Digitisation is making society vulnerable 

This study also discusses the vulnerabilities associated with the digitisation of 
society. Measures designed to enhance cyber resilience cannot be considered in 
isolation from those vulnerabilities and the associated cyber threats. 

 

With the further digitisation of society, the online and offline worlds are becoming 
increasingly entangled. Consequently, more and more data are processed digitally, 
more devices contain digital technology and more services are supplied digitally. 
The further roll-out of IoT will accelerate that trend. This is a problem due to 
widespread shortcomings in cyber resilience. Because of those flaws, IT systems 
and applications are frequently vulnerable to malfunctions, system failures and 
attacks.  

Growing dependence on external parties 

Another important trend with implications for cyber resilience is the growing 
dependence of end users on foreign technology companies for the proper 
functioning of digital products and services. For example, a growing number of 
digital services are supplied by providers of cloud technology*. This creates new 
risks: loss of functionality due to system failure and loss of control of data and data 
processing. 

 

Large foreign companies are also in the vanguard when it comes to the further 
development and implementation of new technologies such as machine learning*, 
quantum computing* and satellite and 5G networks*. The Netherlands and the EU 
are therefore at risk of becoming even more heavily dependent on international 
parties. 
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Enhancing cyber resilience with new technology 

New technologies like machine learning, post-quantum cryptography*, LiFi*, 
quantum communication*, 5G networks and distributed systems* offer possibilities 
for increasing cyber resilience. For example, machine learning will probably make it 
possible to automatically identify and repair vulnerabilities in software. And the aim 
of post-quantum cryptography is to enable data encryption that is resistant to 
attacks using the power of a quantum computer. These technologies are still being 
developed and are currently only used to a limited extent. 

 

In fact, the use of automatic vulnerability detection and repair or post-quantum 
cryptography is not merely an opportunity, but also a necessity. To safeguard data 
security, for example, there will have to be a mass migration to post-quantum 
cryptography before quantum computers are capable of cracking existing forms of 
encryption*.  

New technologies create new vulnerabilities 

New technological advances also create new vulnerabilities. Machine learning 
makes it easier to carry out cyber attacks, for example, because existing 
vulnerabilities can be automatically discovered and exploited on a large scale. New 
technologies can also be a source of new vulnerabilities. Machine learning could be 
used to manipulate visual material (deep fakes*), for example. Furthermore, new 
technologies themselves contain vulnerabilities. For example, machine learning is 
susceptible to data pollution; malicious parties could abuse this vulnerability by 
intentionally feeding a machine learning system with inaccurate data. 

Increasing cyber resilience with existing technology 

There is only limited point to using new technologies if existing technologies that 
are capable of enhancing cyber resilience are not used more widely. For example, 
there is still considerable room for improvement in terms of taking basic security 
measures (strong passwords, 2-factor authentication*), the use of encryption and of 
Privacy Enhancing Technologies (PETs)*, and the adoption of open data 
standards*, open source software* and safer communication protocols. 

Conditions for exploiting technological opportunities 

There are a number of conditions that have to be met in order to take advantage of 
the opportunities that new and existing technologies offer in terms of enhancing 
cyber resilience. First and foremost, measures to increase cyber resilience must be 
based on an adequate risk analysis, at board level, of an organisation’s critical data 
and processes: which ‘crown jewels’ demand maximum security and what risks are 
acceptable?  
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As a major client of digital products and services, the national government could 
also be an important role model, by making extensive use of PETs* for example. 
The government could also encourage suppliers to improve the security of the 
digital products and services they bring on to the market through legislation, 
certification and standardisation. The Dutch government – or the EU – should be 
conspicuously involved in the drafting of international standards, which are very 
important for multinational measures in the domain of cyber resilience. 

Strengthening digital autonomy  

There are various options for countering the risks associated with the growing 
dependence on foreign technology companies. 

1. The standard use of tools such as strong encryption, open data standards 
and distributed systems could avert risks such as unauthorised access to 
data, vendor lock-in* and Single Points of Failure*.  

2. A second option is to incorporate stricter requirements in the purchasing 
conditions in contracts with suppliers of digital products and services. For 
example, providers of cloud services could be required to encrypt all stored 
data in order to prevent unauthorised access. The national government and 
providers of vital services could – and indeed must – play a leading role in this 
respect.  

3. A third option for escaping over-dependence on foreign parties is for the 
Netherlands and Europe to create a larger IT industry of their own. 

Improving the innovation climate 

That third option requires a more effective knowledge and innovation policy, with a 
sharper focus in the government’s Netherlands Cyber Security Research Agenda 
(NCSRA). A more favourable innovation climate is also needed. The government 
could, for example, make tender procedures more attractive for innovative start-
ups. The government and the suppliers of vital services could also play a stronger 
role as launching customer. The Netherlands’ prominent position in terms of 
knowledge in the field of post-quantum cryptography also creates opportunities for 
the launch of national IT companies, which could then develop products and 
services to support the migration to quantum-resistant cryptography.  

 

Another reason for developing a national IT industry on at least a minimum scale is 
the need to guarantee maximum security for ‘crown jewels’ such as state and 
commercial secrets, for example by using strong forms of post-quantum 
cryptography. The government and suppliers of vital services must be able to buy 
the necessary products and services from trusted market actors that endorse 
important values such as privacy and autonomy. 
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Exploiting opportunities for post-quantum cryptography and machine 
learning 

The government could promote the use of new technologies such as machine 
learning and post-quantum cryptography in various ways. That will require 
continued investment in knowledge creation in those domains. The government 
should also facilitate collaboration between research institutes and organisations 
devoted to finding innovative solutions for issues relating to cyber resilience. 
Organisations that do not have their own research capacity and which rely on the 
products and services supplied by market parties should be able to request 
assistance in evaluating whether an offer from a commercial supplier is suitable. 

Expertise required for successful use of new technology 

Exploiting the opportunities for increasing cyber resilience created by new and 
existing technologies calls for specific capacity and expertise. Due to the chronic 
shortage of experts in this field, greater investment is needed in programmes for 
teaching IT skills. 
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Introduction 

The digital society is a vulnerable society. Digital products and applications can be 
hacked, disrupted or manipulated in numerous ways. Data can be stolen or 
falsified, computers can be operated surreptitiously, disinformation can be spread 
and the failure of IT systems can cause social disruption. From telephones to cars 
and from financial transactions to patients’ medical files: they are all increasingly 
being digitised and that trend is accompanied by digital vulnerabilities. 

 

New digital developments, such as machine learning, the steadily expanding use of 
cloud services and the emergence of the quantum computer, deepen those 
vulnerabilities. Through the use of deep fakes, for example, disinformation can have 
a disruptive effect on the democratic process of public news reporting and opinion 
shaping. The growing importance of suppliers of cloud services could also lead to 
users becoming more dependent on those suppliers, with all the ensuing security 
risks. 

 

However, the new developments also create opportunities. With machine learning, 
vulnerabilities can be detected sooner and repaired more easily. With cloud 
services, the security of digital systems is in the hands of professionals. Distributed 
systems can reduce the risk of large-scale system failures.  

 

This study explores the significance of technological developments in the short term 
and how they can be exploited to improve the cyber resilience of Dutch society. 

1.1 The goal and the questions to be answered 

This report arises from a request by the Dutch Cyber Security Council (CSR) for the 
Rathenau Institute to investigate how new technologies could help to enhance 
cyber resilience in the Netherlands. The CSR is a national, independent advisory 
body for the national government composed of high-ranking representatives from 
public and private sector organisations and the scientific community. The CSR 
promotes cyber security in the Netherlands. The aim of the study is to provide 
building blocks for an advisory report by the CSR for the national government.  
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The central question addressed in the study is this: how can new technologies help 
to enhance cyber resilience in the Netherlands, with special reference to public and 
private organisations that constitute part of the country’s vital infrastructure? 

 

To answer this question, we address the following specific issues: 

 

• What technological developments await us in the medium term (the next two to 
eight years)? 

• What are the implications of those technological developments for existing 
cyber vulnerabilities and threats and the current state of cyber resilience? 

• What opportunities do the new technological possibilities offer for increasing 
cyber resilience? 

• What conditions have to be met in order to exploit those opportunities?  

• To what extent are the public and private organisations that make up the vital 
infrastructure anticipating and exploiting new technological opportunities? 

• What lessons can be learned from experiences in other countries? What 
relevant developments are occurring in the EU? 

1.2 The research method  

This report is based on desk research, interviews and three workshops. The main 
findings from the desk research and the interviews were discussed during the 
workshops, which were held on 31 January, 21 February and 17 June 2019. Prior 
to each of the workshops, the participants received a briefing paper with a review of 
the results of the desk research, the interviews and the preceding workshops. 
Following the workshops, further desk research was carried out into a number of 
specific subjects and some additional interviews were conducted.  

 

The participants in the interviews and the workshops were experts, stakeholders 
and policymakers. Some of the persons we interviewed also participated in the 
workshops. In this report, we refer to them as ‘the experts we consulted ’. No 
distinction is made between the interviewees and the participants in the workshops. 
They were selected on the basis of their expertise and their engagement with 
various specific issues addressed in the study. The names of the interviewees and 
the participants in the workshops can be found in Appendices 2 and 3. 
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This report describes the findings from the desk research, the interviews and the 
workshops and presents the conclusions drawn from those findings. Progress with 
the research was discussed on several occasions with the secretariat of the Cyber 
Security Council and with members of the Council’s New Technologies Sub-
Committee. 

1.3 Observations about the research process 

The question posed in the study compels us to look ahead to the opportunities that 
new technologies will create in the area of cyber resilience in the coming years. In 
the course of the research we found that the question did not speak for itself. 
Particularly during the interviews, the respondents appeared to have some difficulty 
in properly spotlighting the question addressed in the study. Many of the experts 
who were interviewed initially gave reactions such as: cyber resilience is more an 
organisational than a technological issue; without a clear understanding of the 
cyber threats, there is little point in looking for opportunities; and as long as many 
organisations fail to take basic security measures, there is little point in looking for 
new technological solutions.  

 

Nevertheless, the experts we consulted were later willing to mention new 
possibilities that could benefit cyber resilience in the near future. This initially 
produced a wide range of suggestions without any clear prioritisation or ranking. 
One reason for this was a difference of opinion about what falls under the term ‘new 
technology’. Whereas some interpreted ‘new’ in a more academic sense, with the 
emphasis on ground-breaking research, others felt the term had a more practical 
meaning and that the primary focus should be on potential new applications. 

 

The three workshops played an important role in interpreting and structuring the 
varied findings from the desk research and the interviews. The final result is a 
report with the following scope. 

1.4 Scope  

To define the scope of the study, it was necessary to clearly understand what we 
meant by the term ‘new technology’. That definition would also make it possible to 
distinguish between ‘new’ technological developments that were or were not 
relevant for the study. This section describes how we ultimately defined the scope 
of the study. 
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New technology 

The question posed in this study concerns the implications of new technological 
developments for current practice in efforts to make Dutch society cyber resilient 
and how that practice could benefit from those developments. The significance of 
the technological developments is therefore considered in relation to their relevance 
for existing practice moving forward. Accordingly, this study is not concerned solely 
with technological developments that are ground-breaking in an academic sense. 

The role of technology 

In that context, it has to be remembered that technology can never be considered in 
isolation. It only acquires significance from the way in which a society exploits a 
technology’s potential. In this case, the latter means all of the efforts made by 
consumers, businesses and public authorities to make Dutch society cyber resilient. 
It also means that technological developments are shaped in part by various non-
technological aspects, such as the cyber skills of users, the organisational 
processes of businesses and public authorities, and legislation and regulation.2 It is 
not without reason that this study also reviews the conditions that have to be met if 
the opportunities created by new technological developments are to be exploited. 

Relevant technological developments 

Relating the significance of new technology to its relevance in practice also makes 
it possible to define which technological developments should or should not be 
covered in this study.  

 

This aspect can be illustrated with the example of the quantum computer. The 
development of the quantum computer is not expected to have advanced far 
enough for it to be used successfully in practice within the next eight years. 
However, the anticipated arrival of the quantum computer in the more distant future 
means that measures will already have to be taken in the coming years to protect IT 
systems against the risk of a hack which exploits the processing power of a 
quantum computer. Accordingly, the potential consequences of a still futuristic 
scenario – the use of the quantum computer – are relevant for cyber resilience in 
the shorter term.  

On the other hand, the Internet of Things is not a new technological development 
(Gabbai, 2015), but the enormous expansion it is expected to make in the coming 
years forces us to reconsider how we should deal with its vulnerabilities. The further 
development of the Internet of Things is therefore relevant for this study. 

 
 
2  See also the Cybersecurity Capacity Maturity Model (CMM) of the University of Oxford’s Global Cyber Security 

Capacity Centre (2016). Cybersecurity Capacity Maturity Model for Nations (CMM) - Revised Edition. Oxford. 
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Quantum computer as the sole new technology 

As the example of the Internet of Things shows, a number of the technological 
advances discussed in this study are expansions of earlier developments. That 
applies for the use of cloud technology, for example, which is no longer devoted 
primarily to data storage, but is increasingly also used to provide services. The 
quantum computer is the main exception in this study: in many respects it is the 
only technological development that deserves the label ‘new’. It is not only ground-
breaking in an academic sense, but will probably radically transform existing 
practice. 

Further selection of technological developments 

This study does not provide a complete overview of new technological 
developments, but is confined to a selection of those that are most relevant for 
answering the question of how cyber resilience can be improved. The two following 
examples will explain the considerations underlying the selection of technologies.  

 

First, we do not discuss developments in the area of blockchain. We regard 
blockchain as a derivative application that exploits the possibilities created by 
encryption and distributed systems. Those two, more basic technologies are 
discussed.  

 

Second, for similar reasons we do not discuss developments in the domain of user 
environments and other interaction technology, such as wearables, digital voice 
assistants and Virtual Reality. The report does discuss the technologies that are 
relevant for the resilience of the systems underlying this interaction technology. In 
the case of digital voice assistants like Siri, Alexa and Google Assistant, these are 
technologies such as machine learning and Privacy Enhancing Technologies. 

 

Section 1.5 contains an overview of the technologies discussed in this report. 

Cyber resilience 

In this report, we use the term cyber resilience rather than cyber security. Cyber 
resilience is a relatively new concept. It bears a certain similarity to the term cyber 
security and the terms are often used interchangeably. Cyber security generally 
refers to preventing damage caused by system failure or the disruption or abuse of 
IT. The damage may be caused intentionally (by a cyber attack, for example), 
unintentionally (by errors in a software update, for example) or through human 
error, or by a combination of these factors. The term cyber security evokes 
associations with the metaphor of the fort, which must be impenetrable to attacks 
and disruption from outside.  
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Cyber resilience refers not only to preventing damage, but also to the capacity to 
repel an attack and repair any damage (Ministry of Security and Justice, 2013). It is 
a more dynamic concept and reflects the fact that the objective is not absolute 
security (ENISA, 2017), since there is no such thing as absolute security (Rathenau 
Instituut, 2017). The main priority is that continuity of service can be guaranteed if 
an attack does take place or damage occurs (Björck et al., 2015; IT Governance 
UK, 2019). Cyber resilience can be compared with the human immune system 
(Wlodarczak, 2017). Like a human body, digital systems are not hermetically 
sealed. The immune system is also not capable of fending off every external attack. 
The immune system deals with intruders or endeavours to keep them under control. 

 

The use of the term cyber resilience reflects a growing awareness that the internet 
is an unsafe environment and that it is impossible to build a hermetically sealed fort. 
It is therefore more important to be able to prevent attacks and disruptions as far as 
possible, and to be able to identify them, contain them and recover from them when 
they do occur. Nevertheless, the basic defences – ‘the fort’ – still have to be as 
strong as possible. 

Resilience and vulnerability  

To enhance cyber resilience, it is important to have a clear understanding of the 
vulnerabilities of IT-related products, services and systems. Measures designed to 
improve cyber resilience cannot be seen in isolation from those vulnerabilities and 
the associated cyber threats. In this study we therefore also review the 
vulnerabilities connected with new and existing technological developments in the 
digital domain. 

 

Cyber threats come from both attacks by malevolent parties such as cyber criminals 
and from system failures and malfunctions. In this study, the nature and scale of 
existing cyber threats that have already been identified in various reports are 
assumed to be known (Rathenau Instituut, 2017; ITU, 2017; Europol, 2018; 
McAfee, 2018; NCTV, 2019a). 

1.5 Overview of the technologies discussed 

On the basis of the findings from the desk research, the interviews and the 
workshops and the above description of the scope of the study, we selected the 
following technologies to discuss. We make a distinction between (relatively) new 
technologies – which are not widely applied or are still being developed – and 
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technologies that have existed and been used for some time. See Table 1 for the 
list.3 

 

  

 
 
3  See appendix 1 for a more detailed description of these technologies. 
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Table 1 List of the technologies discussed 

New technology Potential to increase cyber 
resilience 

Machine learning • Automatic monitoring of complex 
IT systems 

• Automatic detection of 
vulnerabilities, malfunctions, 
system failures and attacks 

• Automatic response to incidents  

• Automatic detection of deep fake 
videos 

Post-quantum cryptography • Quantum computer-resistant data 
encryption 

Quantum communication • Safer communication through 
detection of eavesdropping 

5G networks • Safer and more reliable data traffic 

• Future-proof authentication 

LiFi • Safer communication over short 
distances by means of light signals 

Distributed systems • Decentralised architecture for IT 
systems reduces the risk of large-
scale system failure 

Existing technology Potential to increase cyber 
resilience 

Basic security measures • Increased resilience against 
(automated) attacks 

Cloud technology • Increased resilience by virtue of 
professional cloud services 

Privacy Enhancing Technologies • Containment of spread of 
(personal) data 

• Containment of damage from data 
leaks and theft 

Encryption • Encryption of data 
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Secure multi-party computation • Data sharing without complete 
transparency 

Digital signature • Combating disinformation  

• Safer supply chains 

SecDevOps • Cyber resilience is built into the 
design process for digital products 
and services 

Safer communication protocols • Increase in basic resilience of the 
internet 

Open standards and open source 
software 

• Reduced risk of dependence 
through vendor lock-in 

1.6 Reader’s guide 

The following chapters describe the findings from the research. The chapters are 
organised in roughly the same order as the sub-questions addressed in the study 
as listed earlier in the report. Chapter 2 describes the vulnerabilities associated with 
the further digitisation of society and the new vulnerabilities arising from recent 
technological developments. Chapter 3 outlines the opportunities that new 
technologies create for enhancing cyber resilience. Chapter 4 summarises the 
opportunities created by existing but underutilised technologies. Chapter 5 
describes the conditions that need to be met if public organisations and suppliers of 
vital services are to be able to take advantage of these opportunities for increasing 
cyber resilience. There is also a discussion of relevant experiences in other 
countries. Chapter 6 presents the main conclusions of the study. 
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2 Digitisation makes society 
vulnerable 

As already mentioned in the opening chapter, the measures needed to enhance 
cyber resilience cannot be seen in isolation from the vulnerabilities of IT-related 
products, services and systems. Accordingly, to increase cyber resilience it is 
necessary to know what those vulnerabilities are.  

 

This chapter describes the vulnerabilities associated with the progressive 
digitisation of society. It also shows how new technological developments such as 
machine learning and the growing use of cloud services could increase those 
vulnerabilities or create new vulnerabilities. New technologies could themselves 
also be a source of new vulnerabilities. For example, the use of machine learning is 
susceptible to the risk of data manipulation. 

2.1 Growing digital connectivity creates vulnerability  

The last several decades have seen the progressive digitisation of society, with the 
online and offline worlds becoming increasingly entwined. More and more data are 
stored digitally, more and more devices contain digital technology and more and 
more services are provided digitally. Developments such as the roll-out of the 
Internet of Things are accelerating this trend. Because of its ever-expanding scale, 
this phenomenon is now even referred to as ‘the internet of everything’. 

 

With the advancing digitisation of society, there are also more and more digital 
targets that malicious parties can attack, as well as more and more digital products 
and services that are susceptible to system failure, breakdown and disruption. This 
creates various security risks, which can increasingly also have physical 
consequences. Think of the digital operation of locks or the emergence of smart 
homes or self-driving cars. The digital manipulation of locks or the braking systems 
in self-driving cars could cause serious physical damage. 

 

Despite the growing awareness of the risks associated with the digitisation of 
society, the state of cyber resilience is often dreadful. For example, organisations 
often fail to take even basic security measures.  
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The growing integration of digital and other processes is also creating a deeper 
interdependence between organisations within a chain. Vulnerabilities in one 
organisation can therefore have consequences for the cyber resilience of others. 

 

In this section we discuss these aspects in more detail, as well as developments in 
the area of cybercrime. 

2.1.1 The internet of everything 

The internet has grown enormously since the 1990s. More devices are being 
connected to the internet all the time, together forming an Internet of Things. In 
2018, there were seventeen billion devices connected to the internet worldwide: ten 
billion smartphones, tablets, laptops and PCs and seven billion other devices such 
as smart thermostats, digital implants such as pacemakers or insulin pumps, and 
cars. The number of devices connected to the Internet of Things will probably at 
least double in the next five years (Lueth, 2018). 

 

5G networks will facilitate the further roll-out of the Internet of Things. 5G stands for 
the fifth generation of wireless or mobile systems. These networks can transmit 
data in larger quantities and with less delay. They could improve the functionality of 
many digital applications, for example by transmitting information to self-driving cars 
more quickly.  

 

It is important to note that digital applications and devices can also communicate 
with each other. A self-driving car can only plot its route if it constantly receives the 
correct information, for instance. Accidents will happen if a satellite or a sensor 
along the road provides inaccurate information. The interconnection of digital 
devices could also increase the risk of manipulation, disruption and system failure.  

 

The energy sector faces a similar risk. The increase in decentralised energy 
generation and the growing demand for energy-intensive charging points for electric 
vehicles make digital management of the energy network indispensable. That 
creates new risks, such as disruptions to supply and power cuts (Council for the 
Environment and Infrastructure, 2018). 

 

In a nutshell, an ‘internet of everything’ has been created in which countless 
products and services are connected digitally and are vulnerable to attack, 
malfunction and system failure. 
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2.1.2 The growth of digitally available data 

The growth of the digital society is accompanied by massive data collections. 
Rijkswaterstaat uses an extensive network of sensors to monitor water levels; 
search engines on internet monitor the surfing behaviour of users; and the volume 
of data saved by new cars or by their manufacturers is far greater than in the case 
of cars that are ten years old (Automotive Insiders, 2018). Businesses, public 
authorities and other organisations amass steadily larger quantities of data about 
clients on the principle that more data leads to a better understanding of the 
individual and hence to products and services that are better matched to their 
personal needs. The commercial value of all that information, for advertisers for 
example, makes it is possible to offer digital products and services free of charge to 
users (Zuboff, 2019). 

 

Collecting all these data is not without risk. Massive datasets have regularly been 
leaked in recent years. Examples include the leaking of the personal data of 500 
million guests of Marriott hotels (Ortiz, 2018), of 150 million users of the 
MyFitnessPal app (Flinkle & Balu, 2018) and of 87 million Facebook users 
(Lapowsky, 2018). These leaks underline the vulnerability of central databases and 
the risk of ever larger data collections. They can be exploited by cyber criminals 
and other malicious parties, for example by using leaked data to blackmail a target 
or to manipulate reporting. The more data people place online, the greater the 
chance of that data being accessed or abused for improper purposes. 

2.1.3 Low level of basic security 

The growing level of internet connectivity is problematic from the perspective of 
cyber resilience because even relatively straightforward basic security measures 
are often not taken. Suppliers often provide digital devices and services with poor or 
inadequate security and fail to provide updates (Bulletproof, 2019). They usually 
have no economic incentive to invest in cyber resilience. The price competition on 
products is intense and the user does not ask for safer products (Rathenau 
Instituut, 2017). 

 

Users also often fail to take adequate measures to secure their products and 
services, for example using weak passwords, not making back-ups of important 
files and putting off the implementation of software updates (Van der Grient & 
Konings, 2018).  

 

This creates serious security risks, since the manipulation or disruption of digital 
devices can have serious repercussions. Devices connected to the internet can 
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also be used to carry out a cyber attack. For example, they could be hacked and 
incorporated into a botnet that is used for a massive DDoS attack (Hilton, 2016). 

2.1.4 Chain dependence  

A growing number of IT systems and applications are connected to one another. 
Organisations often buy network-based products or services from external 
suppliers. These can be software, hardware, data storage or cloud services. No 
organisation is capable any longer of performing all of its tasks entirely alone. The 
vulnerability created by this dependence on other parties is often underestimated. 
After all, the weakest link in the chain can cause disruptions in functions further up 
the chain (Rathenau Instituut, 2017). One example that is often used to illustrate the 
vulnerability of supply chains is the anecdote of the hackers who were able to 
penetrate the systems of a casino via its aquarium’s operating system (Schiffer, 
2017). 

 

This chain dependence means that the various social and economic sectors are 
also more closely interconnected. The cyber resilience of the energy or transport 
sector, for example, increasingly depends on the resilience of other parties in the 
chain. The distinction that is often made between ‘vital sectors’ and other sectors is 
therefore becoming more difficult to sustain. The National Coordinator for Security 
and Counterterrorism (NCTV) now uses the terms ‘vital infrastructure’, ‘vital 
processes’ and ‘vital suppliers’ instead (NCTV, 2018). 

2.1.5 Developments in the area of cybercrime 

The progressive digitisation of society creates various opportunities for criminals 
and efforts to counter them are failing to keep pace. Cybercrime not only often 
pays, cyber criminals often have little cause to fear repercussions. Investigation and 
prosecution are a problem because attacks are often difficult to trace to a specific 
individual or organisation. Even if a criminal activity is interrupted, the offenders can 
generally try again somewhere else or using another method. The threat from 
cybercrime will not diminish as long as there is little chance of the offenders being 
caught and prosecuted.  

 

Moreover, cybercrime is becoming increasingly easy to commit. There is a growing 
market in cybercrime-as-a-service: it is becoming so easy to buy cyber attacks and 
computers that have been taken over by criminals on underground marketplaces 
that the buyer no longer needs personal expertise to carry out an attack (McAfee, 
2018).  
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On top of that, there is specialisation among cyber criminals, with some focusing on 
spam mail and others concentrating on exploiting vulnerabilities, for example. 
Finally, virtual currencies like Bitcoin can play into the hands of cyber criminals 
because with these currencies they can trade and launder financial assets 
anonymously (CipherTrace, 2018). 

2.2 New technologies create new vulnerabilities 

This section describes how the use of new technologies could create new digital 
vulnerabilities or exacerbate existing vulnerabilities. For example, machine learning 
facilitates cyber attacks because it allows existing vulnerabilities to be exploited 
automatically and on a massive scale. The use of machine learning therefore 
deepens the risks connected with existing vulnerabilities. 

 

New technologies can also be a source of new vulnerabilities in themselves. With 
the quantum computer, it will in future be possible to crack existing forms of 
encryption, so that existing defensive measures that use them will become 
redundant from one day to the next. The use of machine learning also creates a 
new vulnerability because the data on the basis of which it works can be 
manipulated. 

2.2.1 Artificial intelligence and machine learning 

The emergence of artificial intelligence (AI) creates new vulnerabilities. In this 
section we briefly explain what we mean by AI and machine learning. 

 

AI is not new. The technological concept was already being explored by scientists, 
mathematicians and philosophers in the 1950s. AI refers to the building of systems 
that display a certain degree of intelligent behaviour (European Commission, 
2019b). It encompasses a number of techniques. 

 

A basic AI technique is rule-based AI. This method essentially involves 
programming a series of ‘if this, then that’ instructions. An example is a computer 
that issues a warning if the operating program is shutting down and some 
documents are still open. This is usually no longer regarded as artificial intelligence 
because we have become accustomed to this ‘intelligent’ and independent 
behaviour by computer systems.  
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Machine learning is more advanced than rule-based AI. It works on the basis of 
data rather than prior instructions. Machine learning centres on detecting patterns in 
existing data so that similar patterns can be recognised in new data. The 
technology relies heavily on statistics.  

 

Deep learning is a specific form of machine learning. It is based on neural networks 
– inspired by the biology of the brain – and combines different layers of information. 
A deep learning algorithm for facial recognition can contain three layers, for 
example. The first layer examines an image for contrast and colours. A second 
layer combines that information and searches for features such as edges or 
shadows. The third layer checks whether it can recognise specific features such as 
a nose, lips or eyes (Rathenau Instituut, 2019c). 

  

The increase in computing power and the large volumes of available data have 
greatly accelerated the development of machine learning and deep learning in the 
last two decades. It is these forms of AI that attract a lot of attention in the current 
public and political debate. There is also growing interest in the possibilities they 
offer in terms of cyber resilience, in both an offensive and a defensive sense. In the 
remainder of this report we make no distinction between machine learning and 
deep learning and use the former term. 

 

There are various ways in which machine learning can be used to exploit 
vulnerabilities in digital systems. Machine learning itself is also vulnerable, because 
the data that feed the algorithms can be intentionally contaminated (Brundage et 
al., 2018). The possibilities are briefly discussed below. 

Increasing the attack surface  

Machine learning makes it easier to carry out cyber attacks. The technology allows 
vulnerabilities in systems that are inadequately protected and devices connected to 
the Internet of Things to be identified automatically and on a large scale, and to be 
exploited. Malevolent parties can take advantage of that. 

Manipulation of reporting  

Machine learning can also be used to manipulate text and audio and visual 
material. These creations have become increasingly convincing and more difficult to 
distinguish from authentic information in recent years (Brundage et al. 2018). The 
technology has bona fide applications. For example, the dubbing of the sound in 
foreign films can be matched to changes in the image to give a more natural overall 
effect for the viewer.  
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But machine learning can also be used to make deepfake videos, in which words 
are put into a person’s mouth. It is also possible to generate a moving image from a 
portrait photo (Mehta, 2019). In such a manipulated clip, the voice and the 
movements of the individual concerned are barely distinguishable from the real 
thing. Deepfake videos can be used to spread disinformation and mislead citizens, 
for example by showing prominent politicians making statements that they never 
actually made (Verhagen, 2019). In 2018, for example, a Flemish political party 
distributed a video purporting to show US President Donald Trump calling on 
Belgium to renounce the Paris climate agreement (sp.a, 2018).  

 

The technology is also becoming easier to use. In June 2019, researchers 
presented a method of automatically adding a transcript to video fragments, 
whereupon the user only has to revise the text to generate a new video in which the 
new text is spoken in a natural manner by the person in the video (Fried et al., 
2019). In publishing their results, the researchers appealed for the technology to be 
used responsibly, but it could of course be abused. It was for this reason that the 
OpenAI consortium had earlier decided not to publish details of a technology that 
automatically generates written news reports because of their concerns for the 
impact on news reporting (OpenAI, 2019). 

 

Fake accounts on social media (bots) can promote the spread of manipulated 
information by repeatedly sharing or ‘liking’ them (Rathenau Instituut, 2018b). One 
of the ways that disinformation can have a major impact on public news coverage 
and public opinion and, by extension, disrupt society, is through its mass 
dissemination on social media. 

 

The greater possibilities of using machine learning to manipulate text, audio and 
visual materials underlines the growing importance of data integrity for society. 

Data manipulation 

There is another way in which machine learning has implications for data integrity. 
Because machine learning works on the basis of data-fed algorithms, the quality of 
the outcomes of machine learning depends on the quality of those data. However, 
data can contain bias and therefore unintentionally or unconsciously influence the 
results of applications of machine learning.  

 

Malicious parties can abuse this vulnerability by intentionally feeding machine 
learning systems with incorrect data (data poisoning). Attackers who know how a 
machine learning system has been trained can subtly manipulate the results, for 
example by presenting a facial recognition algorithm with photos that have been 
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manipulated with ‘noise’. The human eye still sees the same image, but the facial 
recognition algorithm can be misled. This could cause applications for making 
medical diagnoses to arrive at incorrect conclusions on the basis of scans that have 
been contaminated with noise (Finlayson et al., 2018). Stickers on a road can also 
lead the Lane Detection System of one particular Tesla model to believe that there 
is a diversion and cause the car to change lanes, while a human driver would 
simply ignore the stickers (Ackerman, 2019). 

2.2.2 Quantum computer as game changer 

The arrival of the quantum computer will probably have enormous significance for 
cyber resilience. Quantum computer is the term used for a computer that uses 
physical phenomena such as superposition, entanglement and interference: these 
are fundamentally different physical phenomena than those used in existing 
computer chips. The expectation is that these features will enable the quantum 
computer to solve some mathematical problems more quickly. This has 
consequences for the ability to crack existing methods of digital encryption. Today’s 
commonly used encryption methods will not be able to withstand the computing 
power of the quantum computer. It is therefore also expected that a quantum 
computer will be able to gain access to secured data and penetrate secured 
networks more easily.  

 

The development of quantum technology is still in its infancy, however. As far as is 
known, no functional quantum computer has yet been produced. It is also 
impossible to predict when that will be accomplished, because further scientific 
breakthroughs are needed to translate the insights from physics into practically 
useful chips and it is unclear how long it will take to achieve them. Experts estimate 
that a usable quantum computer is very unlikely to be developed within the next ten 
years (Committee on Technical Assessment of the Feasibility and Implications of 
Quantum Computing et al., 2019). Some estimates are that it could take at least 20 
to 30 years. However, it is likely that once those breakthroughs have been made, 
the quantum technology will quickly come onto the market and the capacity to crack 
existing encryption will rapidly spread. 

 

A number of the experts we consulted questioned the wisdom of waiting for the 
breakthroughs in quantum technology. Because of the time and expense involved 
in migrating to forms of quantum-resistant encryption, they feel that organisations 
should start preparing now. They also point out that malevolent parties could 
employ what is known as a ‘harvest and decrypt’ strategy, where they already 
collect (encrypted) data now in order to decipher them later. The revelation of 
certain sensitive data could conceivably still be harmful even after thirty years, 
medical data or commercial secrets for example. 
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2.3 Growing dependence on external parties 

Another way in which new vulnerabilities are appearing is connected with changes 
in relationships of dependence and the associated risks. Consumers, businesses 
and public authorities increasingly rely on external, often foreign, parties to ensure 
the proper functioning of the digital products and services they use. For example, a 
growing number of digital services are provided by a small number of cloud 
providers, which means that the end user depends for many of its functions on the 
quality, continuity and reliability of the service provided.  

 

The dependence on external parties is a global phenomenon. The scale of 
business activity in the field of IT and cyber resilience in the Netherlands and the 
EU is limited. For example, the Netherlands depends on a number of large foreign 
technology companies for the construction of 5G networks, which raises questions 
about the associated risks in terms of cyber resilience. 

 

There is also a growing geopolitical dimension to the dependence of the 
Netherlands and the EU on external parties. The Netherlands and EU play scarcely 
any role in global discussions relating to IT, including developments in the area of 
machine learning and the quantum computer. The question is whether the 
Netherlands and the EU are now falling too far behind and conceding power in this 
domain. 

 

The risks associated with the shifting relationships of dependence are discussed in 
more detail below. 

2.3.1 Cloud services 

It is repeatedly found that many end users lack the necessary expertise and 
capacity to ensure that the cyber resilience of their IT systems and devices is in 
order. As mentioned above, even relatively straightforward basic security measures 
are often not implemented properly. This applies for individuals, businesses and 
public authorities. Consequently, measures to enhance cyber resilience are 
increasingly outsourced to external parties by means of cloud services.  

 

This approach has significant benefits because cloud suppliers generally possess 
greater expertise and capacity to safeguard data and processes than end users. 
There is also considerable demand for these types of service. In a recent survey of 
chief technology officers (CTOs), for example, 80% of the respondents said they 
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could not fully guarantee their own organisation’s cyber resilience (Elumalai et al., 
2018). 

 

Outsourcing measures relating to cyber resilience is part of the broader trend that 
the cloud is no longer used solely to store data, but increasingly also to provide a 
range of services. These include not only the sale of software as-a-service and 
various forms of data processing that occur in the cloud. It can go so far that the 
principal function of a computer is to connect the monitor, the keyboard and the 
mouse to a cloud service that runs all the programs (desktop-as-a-service). This 
trend is expected to continue in the coming years. 

 

The downside of outsourcing responsibilities to cloud suppliers is that it creates new 
risks: loss of functionality in the event of a disruption and loss of control of data and 
data processing. 

Loss of functionality 

When data processing programs are no longer running on an organisation’s own 
computers but are doing their work in the cloud, disruption of the cloud service 
leads to a loss of functionality. This risk might affect one specific task, but also a 
number of tasks simultaneously. If more than one task is outsourced to the same 
cloud supplier and the cloud service is disrupted or does not work properly, the 
result can be a Single Point of Failure. An example is a computer system in which 
so many programs are running externally that the system barely functions without 
cloud computing services. Furthermore, there is often a great temptation to 
delegate a variety of tasks to the same supplier. This is connected with the fact that 
the market in cloud computing services is dominated by a small number of players, 
including Amazon, Microsoft and IBM (Dignan, 2018).  

 

It is important to stress the gravity of this risk: if, for example, a government 
department or a network manager uses the cloud for many of its processes, the 
service it provides depends entirely on the stability of the cloud service. The 
research firm Gartner referred to the serious risks associated with the use of cloud 
services in its Emerging Risk Report in 2018 (Morris, 2018). 

Loss of control 

A second risk arising from the use of cloud services is the loss of control of data 
and data processing. The more data that is stored and processed in the cloud, the 
more important the question becomes of the extent to which the cloud supplier can 
access and reuse the data, share them with other parties or alter the method of 
processing them without the consent of the end user. These actions affect the 
autonomy of the end user, who is no longer able to determine who can do what with 
the data. 
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Vendor lock-in 

The increasing use of cloud services is not always a free choice of the end user. 
Suppliers increasingly compel users to opt for a cloud service by halting the supply 
of the product that can run on the user’s own computers. The migration costs 
connected with switching to an alternative supplier are an important factor in that 
context. The users are, as it were, ‘locked in’ by the supplier (vendor lock-in). 

2.3.2 5G and satellite networks 

The growing dependence on external parties also extends to the construction of 5G 
and satellite networks. 

5G networks 

Only a small number of companies possess the expertise to construct and maintain 
5G networks. Huawei, Nokia, Ericsson, Cisco and ZTE control 90% of the market 
for network equipment (Dell’Oro Group, 2019). The use of equipment from market 
leader Huawei is the subject of heated debate because of concerns that the 
company might secretly intercept data transmitted over the network and share it 
with the Chinese government (Kaska et al., 2019).  

 

There are also worries about the quality of Huawei’s network. The Huawei Cyber 
Security Evaluation Centre (HCSEC) in the UK recently reported serious flaws that 
represent a threat to British national security. According to the Centre, Huawei fails 
to take basic measures, such as updating software elements with known 
vulnerabilities. Since the HCSEC had already referred to these shortcomings on a 
previous occasion (HCSEC, 2019), the report also shows that the bodies 
responsible for exercising oversight of the construction of the 5G networks are not 
yet capable of guaranteeing the desired level of security and enforcing 
improvement.  

 

It is important, however, not to target criticism exclusively at Huawei. Given the 
scale and complexity of 5G technology, it is very difficult, not to say practically 
impossible, for every supplier to show that their equipment does not contain 
covertly installed vulnerabilities (Lysne, 2018). Regardless of the supplier and the 
measures that users take to mitigate risks, security therefore remains partly a 
question of trust. The home country of the supplier is a factor in that respect, for 
example by virtue of the country’s regulatory regime (Kleinhans, 2019). 
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Satellite networks 

Satellite networks are also expected to start playing a larger role in internet traffic in 
the near future. Various companies, including Starlink and OneWeb, are planning to 
launch large numbers of satellites with which broadband internet can be provided 
worldwide (mega satellite constellations). Networks dedicated to connecting 
devices to the Internet of Things are already available from companies such as 
Iridium (McLean, 2019) and the Dutch firm Hiber (Blotenburg, 2018). The fact that 
the American Federal Communications Commission has granted a radio licence to 
Starlink for 2,200 satellites (Boyle, 2018) and to OneWeb for 720 satellites (Henry, 
2018) gives an impression of the likely size of the future networks. The Chinese firm 
LaserFleet also started constructing a broadband internet network in 2018 (Jones, 
2018). If these satellite networks are able to compete with national networks in 
future, it will probably lead to the Netherlands becoming more dependent on foreign 
parties with respect to the control of these communication networks. 

2.3.3 The Netherlands and the EU are falling further behind 

Countries like the United States and China and those countries’ large technology 
companies lead the way in terms of investment in the development of artificial 
intelligence/machine learning and the quantum computer. That statement is backed 
up by figures from the OECD. Private investment in artificial intelligence in Europe 
is five times lower than in the US. The fact that China registers patents on more 
than 500 inventions relating to quantum computing every year, while the figure for 
Europe is just several dozen, points in the same direction (EPSC, 2019). 

 

The Netherlands and EU are therefore at risk of falling further behind and becoming 
even more dependent on external, foreign parties (European Commission, 2018). 
Despite investments in research into quantum technology recently announced by 
the EU, it is highly questionable whether any European party will ultimately succeed 
in bringing a quantum computer onto the market.  

 

A similar story applies for the development of business activity in the area of cyber 
resilience in the EU. Normalised for Gross Domestic Product (GDP), the EU 
occupies ninth position in the global ranking of cyber security companies, after 
Israel, the United States, New Zealand, Canada, Switzerland, Singapore, Hong 
Kong and India. Three-quarters of the most innovative cyber security companies 
are from the United States, while only one in ten is from the EU. This is attributed in 
part to the fragmented regulation within the EU and to the absence of standards 
(STOA, 2017). 
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3 Increasing cyber resilience with 
new technology 

This chapter describes how the use of new technologies could eliminate new and 
existing vulnerabilities and so create opportunities for increasing cyber resilience. In 
this chapter we discuss the potential of machine learning, resilient communication 
networks such as 5G networks, LiFi, quantum communication, distributed systems 
and post-quantum cryptography. 

3.1 Defensive use of machine learning 

Machine learning is expected to become very important for enhancing cyber 
resilience in the near future by virtue of its capacity to automatically detect and 
repair vulnerabilities. Machine learning could also help in maintaining oversight of 
complex IT networks. The high expectations for the use of these defensive forms of 
machine learning are underscored in the National Cyber Security Research 
Agenda. In this section, we briefly discuss four defensive uses of machine learning. 

3.1.1 Automatic mapping of IT networks 

It is becoming increasingly difficult for organisations to maintain an overview of their 
entire network – not just the physical devices and computers, but also the various 
applications, data and digital services that function on them. The expectation is that 
organisations will increasingly use automated systems to map and monitor their 
network. Monitoring the composition of the network is particularly important in 
sectors where it regularly changes, for example the networks of education and care 
institutions where people often use their own devices and connect them to the 
system (bring your own device). With machine learning, it should possible for 
system administrators to detect previously unknown network elements. 

 

If an incident occurs, network administrators must be able to quickly identify the 
elements of the network that have been affected and need to be repaired. 
Automatic monitoring systems can help in that. A clear overview of the 
organisation’s network and the mutual dependencies of the various sub-systems is 
also essential for the use of automatic response systems. Without that overview, it 
would be irresponsible to allow a response system to switch a network element on 
or off. 
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3.1.2 Automatic investigation and repair of vulnerabilities 

The capacity to identify and repair vulnerabilities in software manually is rapidly 
approaching its limits. Errors that can cause vulnerabilities inevitably slip into the 
code when computer programs are being written. Advanced computer programs 
can easily contain millions of lines of code, making it practically impossible to find 
and repair errors manually. Machine learning is expected to make it possible to 
identify and repair vulnerabilities (automatic bug fixing). 

 

It is also likely that human action will no longer be sufficient to defend against large-
scale, high-speed attacks and new types of attacks with previously unknown 
characteristics. Automatic detection and response with the help of machine learning 
could provide a solution. 

 

But the development of algorithms that automatically repair vulnerabilities is still in 
the experimental phase. A high-profile example of the efforts that are being made is 
Project Mayhem, the winner of a competition organised by the American Defence 
Advanced Research Projects Agency (DARPA) to develop automatic programs that 
can detect and repair vulnerabilities (Fraze, 2017). During a DEFCON conference, 
Mayhem was found to perform better than humans in that regard. The team behind 
Mayhem gave the following reason for its success: “What machines (currently) lack 
in creativity, they make up for in speed, tenacity and scale. Mayhem analyzes 
thousands of programs in parallel in a few hours, a task that would take a human 
many years of tedious work. Mayhem can find thousands of bugs and previously 
unknown vulnerabilities in a day running on the cloud. In the time it takes an expert 
to open up a file, an automated system may have looked at hundreds.”4 Project 
Mayhem is confined to recognising known vulnerabilities. For the time being, it will 
still be up to humans to detect new, unknown vulnerabilities. Accordingly, there will 
still be a need for cyber security experts who can identify these types of 
vulnerabilities. 

Automatic repair of bugs in software touches on the Software Directive  

There are also doubts about the legality of automatically repairing vulnerabilities in 
software. The Directive on the legal protection of computer programs, also known 
as the Computer Programs Directive, provides that users must have the owner’s 
consent before they can modify software. Article 5 of the directive contains an 
exception for actions that are necessary for the use of the program by the user, 
including the correction of errors. However, the exception does not extend to the 
dissemination of improved software, which raises the question of whether automatic 
repair of vulnerabilities is compatible with the terms of the directive. 

 
 
4  See https://forallsecure.com/blog/ 
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3.1.3 Automatic detection of malfunctions, system failures and 
attacks 

Whatever measures are taken to enhance resilience, incidents will continue to 
occur in digital systems. Detecting and remedying incidents is therefore very 
important. New technological measures also offer possibilities in that regard. 

 

Many large organisations cluster their cyber resilience activities in a security 
operation centre (SOC). For the automatic detection of malfunctions, system 
failures and attacks, SOCs can be equipped with Security Information and Event 
Management (SIEM) technology. The use of this technology is expected to grow 
strongly in the coming years (TechNavio, 2017). SIEM technology could also assist 
system administrators in detecting and classifying incident reports. Machine 
learning could help administrators to make better assessments of reports. Research 
by Verizon showed that 70% of technical reports of data leaks go unnoticed by 
system administrators (Verizon, 2018).  

 

Because of the high operational costs involved, SOCs are regularly shared by 
several organisations. Because the quality of an SOC increases in line with the 
volume of information it has about possible threats, the sharing of information is an 
important requirement for the successful functioning of an SOC. A number of 
organisations within the national government, such as the Tax and Customs 
Administration and Rijkswaterstaat, have their own SOC (Court of Audit, 2019a). 
The national government’s various SOCs have also marshalled their strengths in a 
Joint-SOC (SSC-ICT, 2019). 

 

Automatic detection of incidents is not flawless, however. An employee will 
regularly have to check whether irregularities found by the system are actually 
incidents and assess their nature and seriousness. Particularly in the case of 
targeted, advanced attacks, human assessment and intervention will still be 
necessary to prevent attackers from causing serious damage. Knowledgeable 
cyber security experts will therefore be needed as badly as ever.  

 

Nor is it only large organisations that can use technology for monitoring and 
detection. There are numerous products on the market that use similar technology 
for the home and for SMEs. Slatman IT, for example, is a company that has 
developed an app that provides users with information about the behaviour of the 
devices in their (home) network, including security risks. The Dutch company Dyne 
offers a similar service with Dowse, which is being developed in an open source 
project with a subsidy from the SIDN Fund (SIDN-fonds, 2018). At present, the 
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additional workload this type of product imposes on the user is an obstacle to its 
widespread use by SMEs and consumers. 

Behavioural analytics 

Machine learning has in fact been used for some time for relatively simple forms of 
detection. For example, it can be used to automatically analyse the behaviour of 
users in digital systems (behavioural analytics). With machine learning, unusual 
behaviour can be recognised on a large scale. Banks have been using this 
approach for years to identify and block unusual transactions with bank cards. 
Behavioural analytics is also increasing the possibilities for identifying individual 
users on the basis of personal characteristics such as typing speed and mouse 
movements. This technology could therefore complement other authentication 
technologies. For example, users who have access to an organisation’s financial 
records but do not normally use the authorisation could be asked for additional 
identification when they do. Experts believe that these features could make a major 
contribution to enhancing cyber resilience (Hill, 2017). 

3.1.4 Automatic response to attacks 

As soon as it becomes clear that an incident in a digital system is causing damage, 
a rapid response is essential. In light of the growing scale on which incidents occur, 
automation could also be a solution in that respect. For example, attackers can use 
networks consisting of large numbers of infected devices, as many as hundreds of 
thousands as in the case of the Mirai botnet (Fruhlinger, 2018). In practice, it is 
impossible to respond manually to such a massive attack.  

 

Technologies that could provide an answer to such attacks are usually based on 
classical defensive strategies. For example, attackers could be distracted to keep 
them busy and give the defenders an opportunity to find the attacker’s weak spot 
(honey pot). Attacks could also be fended off or averted by digitally changing the 
route to the target. Another option is to switch off or decouple the part of the system 
targeted by the attack temporarily (containment). Given the speed with which 
attacks can take place, the automation of these types of defensive strategy is 
expected to increase further in the coming years. 

 

Sometimes, the most effective way of fending off an attack is to disable the 
offensive weapons or the attacker. Automatic offensive technologies are therefore 
emerging. However, organisations that use these methods are bordering on what is 
legally permissible (Higgins, 2017). The Dutch Computer Crime Act deems 
infiltration of computer systems without the owner’s consent to be hacking. Hacking 
instruments of attack is permitted once they have entered the target’s network. In 
practice, however, the limits of what is permitted are difficult to define because 



Cyber resilience with new technology 38 

internal and external systems are becoming ever more closely entwined. There is 
also a fear that offensive technologies could lead to a dangerous escalation of 
attacks and counterattacks (Higgins, 2017). In light of these problems, these 
processes are still likely to require human action. 

 

These restrictions apply to a lesser extent for the intelligence and security services, 
which are authorised to use offensive technologies. However, the Intelligence and 
Security Services Act does impose restrictions on the use of an automatic response 
system. For example, the use of tapping powers must be ‘as targeted as possible’. 

3.2 Machine learning against deepfakes 

In addition to automatic identification and repair of vulnerabilities and automatic 
response to attacks, machine learning could be used to counter manipulated visual 
material (deepfakes) and prevent its dissemination.  

 

There are already a number of tools to counter deepfakes. For example, DARPA’s 
MediFor system calculates a score for the integrity of news reports on the basis of a 
range of features. The system searches for evidence of manipulation of images and 
videos, for example by analysing lighting (the illumination of faces, the reflection 
from lamps) and by comparing the weather conditions in a photo with the records 
for the weather at that location at the relevant time. Machine learning is also used to 
detect fake accounts and automatic bots that send bulk mailings on social media, 
for example with Botometer (Karatas, 2017). 

 

The detection of deepfakes is also likely to end in a contest. As soon as machine 
learning systems are used to detect manipulated images, attackers will endeavour 
to adapt the systems for manipulating visual and video material accordingly.  

 

The effectiveness of the use of technology to detect manipulated reports depends 
on the timing of its use. Once disinformation has been spread, it is difficult to negate 
its effects. Since the aim of social media platforms like Twitter, Snapchat and 
Facebook is to spread information as quickly as possible, it is questionable how 
much scope there is for preventive filtering. Other media platforms, such as online 
news sites, are more likely to start using deepfake detection systems. 
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3.3 Resilient communication networks 

An important aspect of cyber resilience is the availability, reliability and security of 
data transmission via communication networks. Various new technological 
developments are occurring in this domain, including the emergence of 5G 
networks, LiFi, satellite networks and quantum communication. Each of these 
developments creates opportunities to improve cyber resilience. Because we 
assume that the Netherlands will not build any major satellite networks of its own 
within the next eight years, we will not discuss that technological development here. 

3.3.1 Advantages of 5G networks 

In addition to faster connection to the network and greater data capacity, 5G also 
increases the possibilities for improving the availability, reliability and security of 
data traffic (Shafi, 2017; Norrman et al., 2018). This section focuses mainly on 
some differences between 5G and 4G networks. 5G communication technology is 
in fact the collective term used for a variety of methods of connectivity, some of 
which are still under development.5 

 

5G provides Ultra-Reliable Low Latency Communication (URLLC), which is 
intended to ensure that data in critical systems can be transmitted without error and 
with a minimum of delay. For example, 5G devices can switch from one antenna to 
another more quickly, thus increasing the reliability of the transmission of 
information to mobile devices. This is important for self-driving cars or remote 
control of surgical robots, for example. 

 

An important distinguishing feature compared with 4G is that with 5G data streams 
can be separated (network slicing). This makes it possible to determine more 
precisely who has access to what data, for example. Network slicing also opens the 
door to new business models. Suppliers could provide services with differentiation 
in terms of the volume of data, the speed of transmission, the speed of connection 
and the reliability. End users would be able to make different choices according to 
the level of cyber resilience they require. With 5G, communication within a network 
can also be encrypted more effectively. 

 

Another difference between 5G and 4G is the transition to virtual SIM cards. A 
physical SIM card is no longer required with 5G. Network operators can instead 
 
 
5  In particular, the standards are currently being developed. A large number of organisations are involved in this 

process, including the 3rd Generation Partnership Project (3GPP), the Internet Engineering Task Force 
(IETF), the GSM Association (GSMA), the European Telecommunications Standards Institute (ETSI) working 
group and the Open Network Automation Platform (ONAP). 
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choose their own authentication method based on software certificates, token cards 
or other codes. New methods could be added later to the 5G Authentication and 
Key Agreement (5G AKA). The 5G network is therefore more future-proof. On the 
other hand, the absence of a physical element in the authentication process might 
diminish its reliability. 

 

The intention is that 5G will also incorporate new measures against interception, 
including the prevention of IMSI-catching, a method whereby an attacker intercepts 
traffic by adding an additional transmission tower to the network. In 5G networks, 
fake transmission towers can be excluded because the transmission towers have to 
authenticate themselves to each other. However, recent research has shown that 
even 5G is vulnerable to IMSI-catching (Whittaker, 2019). But as already 
mentioned, 5G technology is still evolving and it is therefore entirely possible that 
this vulnerability will have been remedied by the time the technology is being widely 
used. 

 

Finally, there is a lot of discussion about the possible existence of ‘back doors’ in 
the equipment or software of suppliers for 5G networks. In that context, it is 
important to realise that, in the interests of combating crime and terrorism, the 
Dutch Telecommunications Act obliges telecom providers to implement measures 
that allow their services to be tapped (lawful interception). However, built-in 
functions that allow communication to be tapped can also be exploited by attackers. 

 

All in all, it is almost impossible to say in advance whether the potential of 5G will 
actually lead to communication networks that are more resilient than 4G networks. 
That remains to be seen in practice. 

3.3.2 LiFi offers benefits in specific situations 

LiFi is a technology that uses light to transfer data between devices. The data is 
transmitted by switching LED lights on and off very rapidly, with a frequency that is 
invisible to the human eye. The technology is already marketed by the firm PureLifi. 

 

There are certain circumstances in which LiFi communication is particularly 
promising. The technology could be a solution in situations where the interception 
of radio signals has to be prevented. With LiFi, data can be transmitted over very 
short distances: because light cannot pass through walls, the signal is contained 
within a space. In contrast to radio signals, light can also travel long distances 
under water. Lifi might also be an option in planes and other environments where 
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electromagnetic interference is a risk. There was a lot of interest in the applications 
of the technology in aviation at the annual LiFi conference.6  

 

In a report in 2018, the Radiocommunications Agency Netherlands referred to other 
advantages of LiFi. LiFi is seen as a possible alternative to the commonly used 
WiFi, which is susceptible to disruption at locations where many WiFi networks 
converge, for example in cities and at busy locations. However, the agency warned 
that there is no universal standard for LiFi communication yet and therefore no 
agreement on the appropriate form of authentication and encryption. From the 
perspective of cyber resilience, it is important for these aspects to be regulated in a 
standard before the technology becomes widely used (Van der Gaast et al., 2018). 

3.3.3 Quantum communication detects tapping  

With quantum technology, information can be transmitted between two locations 
without being covertly intercepted. This is because the laws of physics state that the 
mere observation of a quantum object inevitably causes a change in the signal. The 
sender can therefore immediately halt the transmission if it is being intercepted. 

 

There have been systems that use quantum communication on the market for more 
than ten years. One firm that sells such systems is ID Quantique, whose systems 
use fibre optic connections stretching up to several hundred kilometres. In 2017, 
Chinese scientists reported that they had succeeded in transmitting information 
over a distance of more than 1,200 kilometres with a quantum communication 
satellite (Liao et al., 2017). In the Netherlands, a quantum communication network 
is being built between the cities of Amsterdam, Delft, Leiden and The Hague. A 
European consortium has also been formed to build a quantum communication 
network covering seven European countries, including the Netherlands. This latter 
initiative is still in the planning phase (DG CONNECT, 2019b).  

 

Major drawbacks of quantum communication systems are their costs and 
dimensions. A quantum communication system is not yet small enough to fit in 
smart phones or Internet of Things devices. For the time being, the use of quantum 
communication is limited to industrial and government organisations which have to 
minimise the risk of their communication being intercepted. 

 
 
6  See https://lificongress.com/ 
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3.4 Distributed systems to prevent Single Points of 
Failure 

Distributed systems are a means of preventing large-scale IT system failures. This 
is mainly a risk with Single Points of Failure, where various systems, for example 
linked systems, depend on a single component to function. If that component fails, 
the systems that depend on it also fail. With a distributed system, instead of using a 
single service provider or a single computer system, data and software are divided 
among various suppliers and systems. Distributed systems can therefore continue 
to function even if one or more of the suppliers or systems are unavailable.  

 

For example, the Interplanetary File System (IPFS) enables distributed data storage 
without having to use centrally managed data centres. Bits and pieces of the data, 
and their management, are divided over a large network without a central point. 
This decentralisation can go so far that systems are designed in such a way that 
they continue to function even without human operation. One then speaks of 
distributed autonomous organisations. 

 

Distributed systems are already widely used in large organisations. Netflix, for 
example, provides its streaming service by means of a distributed system of tens of 
thousands of computers (Chella, 2018). However, the use of distributed systems by 
consortia of organisations is still in the experimental phase. For example, the 
absence of a central point of contact deters public organisations from forming 
partnerships. 

3.5 Post-quantum cryptography 

As described in the previous chapter, the quantum computer will make the existing 
encryption technology obsolete and ineffective from one day to the next. The 
quantum computer can therefore be regarded as a game changer. With the arrival 
of the quantum computer, new, stronger cryptographic standards will therefore have 
to be developed. This ‘post-quantum cryptography’, which uses larger and more 
complex keys, must be able to withstand the computing power of quantum 
computers. Although it will probably be some time before a working quantum 
computer is available, some organisations should already be preparing for 
migration to post-quantum cryptography. 

NIST’s international competition 

It is not yet clear what form of post-quantum cryptography will be adopted 
worldwide. Various parties are currently engaged in drafting a standard. The 
National Institute of Standards and Technology (NIST) in the United States has 
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organised an international competition to develop, evaluate and formulate 
standards for one or more quantum-resistant cryptographic algorithms. It could be 
2024 before NIST makes a final choice, which will probably be adopted by the 
principal players in the digital domain (NIST CSRC, 2019).  

 

The question that needs to be asked here is why the EU is being so hesitant and 
leaving the initiative to the NIST in this domain. After all, the European 
Telecommunications Standards Institute (ETSI) or the International Standardisation 
Organisation (ISO) would also seem to be suitable parties to initiate the process of 
formulating standards. 

Quantum migration as a challenge 

Because of the uncertainty surrounding the standard(s) for post-quantum 
cryptography, it is not yet clear what the migration to this strong form of encryption 
will involve. According to experts, it will in any case be an enormous challenge 
(Committee on Technical Assessment of the Feasibility and Implications of 
Quantum Computing et al., 2019).  

 

It is also important to remember that the successful production of a powerful 
quantum computer will mark the end of the protection afforded by the regular 
encryption technology worldwide. An earlier worldwide replacement of an 
encryption standard shows how long it can take to complete such a migration. 
When a vulnerability was found in the popular MD5 encryption technology in 2005, 
it was not until 2014 that Microsoft decided to disable the technology in Windows 
(Microsoft, 2014). Although it might be relatively easy for an individual organisation 
to introduce a new, quantum-resistant encryption standard to safeguard its digital 
systems, the general environment with which the organisation is digitally connected 
must also take the same step. Only then can the former standard be disabled. 

 

The migration to quantum-resistant encryption could easily take twenty years. Once 
agreement has been reached on the standards, they will have to be implemented in 
all the programming languages, protocols and chips. Suppliers will then have to 
incorporate them in their products. History shows that it could then still be many 
more years before the majority of internet systems have been provided with 
updates (Saffman, 2016). 

 

It also has to be remembered that the migration will not only involve protecting the 
sensitive data of businesses and public authorities with quantum-resistant 
encryption, but also the encryption or destruction of every copy that was made 
using the old encryption technology. Many organisations will then suddenly realise 
just how widely dispersed their data are.  
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It is also important to bear in mind that as soon as a powerful quantum computer is 
available, all of the information that is sent across the internet today using regular 
encryption could be stolen and decrypted.  

 

It is therefore necessary to prepare for the arrival of the quantum computer now by 
taking measures to protect sensitive personal data and business secrets. Access by 
unauthorised persons to information ranging from patients’ medical files to 
commercially sensitive information could conceivably still have major repercussions 
even after thirty years. For that reason alone, it is advisable to commence the 
migration to post-quantum cryptography as soon as possible. 

 

The technologies for quantum-resistant encryption are already available and are 
already being used for some purposes – such as safeguarding state secrets. 

Monitoring 

Because of the considerable uncertainty surrounding the length of time it will take to 
develop a working quantum computer and the major impact it could have, it is 
important to monitor developments in this area closely (Committee on Technical 
Assessment of the Feasibility and Implications of Quantum Computing et al., 2019). 
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4 Increasing cyber resilience with 
existing technology 

As already mentioned in the introduction, there is little point in mobilising various 
new technologies to enhance cyber resilience without simultaneously making 
greater use of the technologies that already exist. This was an important conclusion 
of the experts we consulted. Existing but underutilised technological measures do 
indeed provide opportunities to increase cyber resilience. 

 

In this chapter, we discuss the most important examples of existing technological 
measures: basic security measures such as strong passwords and software 
updates; biometric identification; Privacy Enhancing Technologies; encryption; 
digital signature; Secure Development and Operations; safer supply chains; safer 
communication protocols; and open standards and open source software. 

4.1 Basic security measures  

As already mentioned in Chapter 2, there is considerable room for improvement in 
the implementation of basic security measures to enhance cyber resilience. This 
applies for consumers, businesses and public authorities. Failing to adopt these 
measures makes IT systems and devices vulnerable to cyber attacks. That 
vulnerability will only become greater when attackers are able to use new 
technological tools such as automatic detection and exploitation of vulnerabilities 
with the help of machine learning.  

 

The basic security measures have often been described. They include using strong 
passwords and two-factor authentication, promptly installing software updates and 
making back-ups of important files (NCTV, 2019b; Rathenau Instituut, 2017). 

 

Experience shows that it is often difficult to persuade end users to adopt these 
measures (Van der Grient & Konings, 2018). Year in and year out, the Netherlands’ 
Cyber Security Monitor reports that not enough is being done to improve basic 
security. 
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4.2 Biometrics 

The use of biometrics is growing rapidly. Biometric technologies, such as fingerprint 
or facial scans, enable users to log on to a device, their smartphone for example, 
without having to use a password. This could yield benefits in the short term, 
because the method provides greater security than the often weak passwords that 
users install. However, these technologies also introduce new vulnerabilities. For 
example, fingerprint scanners can be deceived by the DeepMasterPrints algorithm 
(Hern, 2018). And researchers have been able to hoodwink the facial recognition 
feature on popular smartphones with a 3D print of their head (Major, 2018). 

 

Another point that has to be borne in mind is that a biometric hack could have more 
serious consequences than if a password with characters or a PIN code is used. If 
a password or PIN code is leaked or discovered it can be changed, but that is not 
possible with a fingerprint or iris scan that has been hacked. Furthermore, sensitive 
information about a person can also be derived from a biometric scan, for example 
a diagnosis of diabetes on the basis of an iris scan (Pultarova, 2017) or other 
information about their health. There are therefore serious reservations about the 
large-scale use of biometrics for identification purposes. 

4.3 Privacy Enhancing Technologies 

The more data (including personal data) that are shared on internet, the greater the 
risk of the data being leaked or hacked. Curtailing the quantities of data that are 
shared could therefore substantially increase cyber resilience. There are various 
Privacy Enhancing Technologies (PETs) available that make that possible. They 
include search engines like DuckDuckGo and Startpage, which do not save the 
users’ search commands, and the chat service SnapChat, which can delete the 
tracks left by users after the app has been used. 

 

A PET that was developed in the Netherlands is I Reveal My Attributes (IRMA), an 
identity management system. IRMA allows users to manage their own digital 
identity and to confine the data they disclose to the attributes that are required for a 
particular purpose. For example, a person selling alcohol must be able to establish 
that the customer is over the statutory minimum age. Compliance with the minimum 
age is an example of a personal attribute. With IRMA the user can disclose only the 
evidence that he or she meets the age requirement, in contrast to a traditional ID, 
such as a driver’s licence, which also contains other personal information. 
Accordingly, the system keeps the data exchanged to a minimum.  
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Another PET is Social Linked Data (Solid), an open source project led by the 
internet pioneer Tim Berners-Lee. Solid encourages software developers to 
separate data storage from data processing. Data added to Solid can be managed 
in Personal Online Data Stores (PODS). Users can then decide for themselves 
when and for what purpose the data in their PODS will be used, for example to 
provide identification (Solid, 2019). 

4.4 Encryption 

Encryption can be used to encode (personal) data in such a way that they can only 
be read by those with the correct key. Encryption is often used to protect data that 
are being transmitted via networks and sensitive data on computers, servers and 
mobile devices. The information security of Privacy Enhancing Technologies is also 
based on encryption.  

 

The expectation is that in the coming years encryption will be used not only in the 
private domain, for example in chat apps such as Whatsapp, Signal and Telegram, 
but also for business communication. Furthermore, data that is stored, in cloud 
services for example, is also increasingly being encrypted. 

Secure multi-party computation 

One reservation regarding the use of encryption concerns the ability to exchange 
data with other parties. Many encryption technologies require the information to be 
decrypted before it can be shared or processed. Once it has been decrypted, the 
information is vulnerable to cyber attacks. Advances in what is known as 
homomorphic encryption might solve that problem. This technology enables users 
to process encrypted data without first having to decrypt them, thereby reducing the 
risk of the information being seen by unauthorised persons. 

 

This technology could be used, for example, in situations where parties have an 
interest in gaining access to each other’s data but do not want to give away all their 
information. This might be the case if various parties wish to share information 
about cyber vulnerability and attacks, but none of them wants to reveal that they 
themselves were targeted by an attack. Secure multi-party computation allows the 
parties to share information without providing details from which a particular party 
can be identified. 

Vulnerabilities in encryption technology 

A second reservation regarding the use of encryption is the risk that the encryption 
key will be broken. The best-known method of cracking encryption is with a brute-
force attack. In this case, an attacker keeps trying different keys until the correct 
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one is found. The greater the attacker’s computing power, the greater chance of 
success. 

 

Another method of cracking encryption is with side-channel attacks, which target 
the program’s immediate operating environment. For example, energy 
consumption, electromagnetic fields or sound can provide information from which 
the correct key can be identified. An attacker can also employ social engineering: 
the use of psychological manipulation to induce individuals to reveal the encryption 
key or disclose the encrypted information. 

 

As already mentioned, the arrival of the quantum computer will in time make it 
possible to crack many existing forms of encryption. 

Obstacle to criminal investigations 

A third remark to be made about the use of encryption (however strong) is that it 
can also be used by criminals or terrorist groups to protect their communication and 
so evade investigation by the law-enforcement authorities. Some governments 
therefore advocate ‘responsible encryption’. In that case, technology companies 
would be able to decrypt information on the basis of a court order. Australia has 
passed a law requiring technology companies to do this (Scott, 2018). But there is 
controversy over whether, and if so how, responsible encryption could be 
implemented in practice. The Dutch government is not a proponent of responsible 
encryption (Minister of Security and Justice & Minister of Economic Affairs, 2016). 

4.5 Digital signature to combat deepfakes 

As mentioned in the previous chapter, machine learning could be used to combat 
manipulated images and videos known as deepfakes. However, this type of 
disinformation can also be countered with existing, relatively simple technological 
tools. For example, news sources could add a digital signature to reports, photos 
and videos. A digital signature allows the reader or viewer to verify the origin of 
reports – and hence the reliability of the reporting. The technology is widely 
applicable. Consumers can also use it when sending e-mails, posting messages on 
social media or transmitting other digital documents, but at present the technology 
is only used on a small scale.  

 

As with most other technologies, the effectiveness of a digital signature depends 
entirely on its correct implementation. Vulnerabilities were recently discovered in 
the signatures on e-mails in Mozilla Thunderbird (Mozilla, 2019), for example, and 
guarantees of the reliability of PDFs with digital signatures have been found to be 
inadequate (Stewart, 2019). Moreover, the method does not prevent people from 
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attaching their signature to unreliable digital documents, consciously or otherwise, 
and thus helping to spread disinformation. 

 

Digital signatures are also only effective against the spread of disinformation if they 
are widely used. Government bodies could take the lead in this by encouraging or 
requiring the use of digital signatures. For media companies, the EU’s current policy 
is based on self-regulation. If that proves insufficient, it might need to switch to 
more binding rules (EC Media Convergence and Social Media Unit 1.4, 2019). 

4.6 Permanent attention for cyber resilience 

Cyber resilience would benefit in particular from more structural efforts to prevent 
digital vulnerabilities. In this section we discuss three examples of a varying nature: 
SecDevOps, where the importance of cyber resilience is already taken into account 
during the design process; safer supply chains, where an organisation’s focus 
extends beyond its own processes; and safer communication protocols, which are 
intended to improve cyber resilience at a more basic level. 

4.6.1 SecDevOps for an integrated design process 

Well-secured products and services start with a good design process. Secure 
Development and Operations (SecDevOps) is a set of practices designed to 
promote an integrated approach to IT-related organisational processes.7 To that 
end, an organisation’s security department, development department and 
operations department work together to reduce vulnerabilities in the development 
and roll-out of software (Pal, 2018). In this context, roll-out might refer to how a 
supplier provides software updates for end users. Updates can also contain 
vulnerabilities. For instance, researchers at Kaspersky Lab recently revealed that 
until a short time ago the users of popular Asus devices faced the risk of being 
attacked through Asus’s update tool (GreAT & AMR, 2019).  

 

The aim of SecDevOps is to automate and integrate security measures throughout 
the development process, from design to implementation by the user. One option 
might be to use technical tools that proactively scan code for vulnerabilities and 
identify where systems could be infiltrated (vulnerability testing and penetration 
testing). SecDevOps technologies could also be employed to perform an automatic 
audit of a new version of software. Jenkins is one such system that is popular 
amongst software developers for writing new software. In this way, software could 

 
 
7  See https://www.devsecops.org/ 
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be checked automatically for the ten most common vulnerabilities identified by the 
Open Web Application Security Project (OWASP) foundation. 

 

An important condition for the widespread application of SecDevOps is that the 
technology comes ready-to-use. Organisations in the public sector could stipulate 
its use in their purchasing terms and conditions. 

 

The Dutch Ministry of Defence is already preparing for the adoption of SecDevOps 
methods. For example, the ministry’s Joint IT Command, which is responsible for IT 
services, has incorporated the method in the New IT Readiness Programme 
(Gereedstelling Nieuwe IT), as can be seen from recent job advertisements 
(Werken bij de Overheid, 2019). 

4.6.2 Safer supply chains 

When an organisation’s security is in order, attackers will turn their attention to its 
suppliers. Organisations are therefore well advised to look beyond their own cyber 
resilience.  

 

The implementation of new software could be safeguarded by attaching a digital 
watermark (hash) to the installation file, for example. The watermark is a form of 
digital signature by which users can easily check whether the installation file has 
been manipulated. Software distribution systems like Google Play and the Apple 
App Store automatically carry out such checks. 

 

Checks can also be carried out on hardware. For example, the T2 chip in Apple’s 
iMac Pro verifies that the computer is only using trusted software during the start-up 
process (Apple Support, 2019).  

 

Other – non-technological – measures to enhance the cyber resilience of suppliers 
are certification, purchasing conditions and oversight. The Ministry of Defence, for 
example, imposes strict conditions on suppliers in its General Security 
Requirements for Defence Orders (ABDO). 
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4.6.3 Safer communication protocols 

The internet’s technical infrastructure consists of a number of technological ‘layers’. 
Vulnerabilities can be found not only in the higher application layers, but also at 
more basic levels. The more basic IT infrastructure includes communication 
protocols, such as connection protocols (for data exchange between network 
elements), network protocols (for data exchange between source and destination), 
and application protocols (for data exchange between applications). Other basic 
elements are hardware, firmware and operating systems. Generally speaking, the 
same basic infrastructure is used by multiple applications. Technological 
innovations that remove vulnerabilities at these ‘deeper’ levels could therefore have 
a very significant effect in terms of enhancing cyber resilience.  

 

Dutch research institutes such as Delft University of Technology, the University of 
Twente, SURF and TNO are working on improvements to communication protocols. 
If they are to genuinely improve cyber resilience, the protocols must be widely 
implemented. The problem is that they not always are, or only partially. For 
example, there is a safer alternative to the commonly used Internet Protocol (IP) 
Version 4, namely IP Version 6 (IPv6). However, the new protocol’s penetration of 
the worldwide web has only reached 25% in the last ten years (Google, 2019).  

 

In fact, even the new version of the IP protocol contains vulnerabilities. The reason 
for this is that the protocol works in such a way that the digital addresses of users 
are often visible and accessible to every participant on the internet. An alternative 
protocol such as RINA hides the digital addresses and thus increases their security. 
Furthermore, with the IP protocol administrators are required to take additional 
measures to safeguard important data. There is another way: a protocol like Named 
Data Networking (NDN) takes data security as its point of departure. The project 
Scalability, Control and Isolation on Next-Generation Networks (SCION) is also 
worth mentioning. In this alternative network protocol, communication is based on 
important principles such as control, transparency and resilience. However, these 
alternative protocols are still in the experimental phase. 

 

In practice, the widespread replacement of a communication protocol with a newer 
version is problematic. That applies to an even greater extent for the transition to an 
entirely new communication protocol. It is a bit like introducing driving on the right in 
the United Kingdom. A communication protocol can only be successfully replaced if 
a large majority of the participants in a network agree to it, or if both the old and the 
new system continue to run simultaneously. However, for many existing devices 
and programs it is not possible to replace the communication protocol. A complete 
worldwide transition can therefore only be made by entirely replacing the equipment 
and software.  
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The great difficulty of implementing safer communication protocols is the reason 
why only small steps are being taken in this direction worldwide. Another obstacle 
to progress is the deadlock in the intergovernmental talks on a worldwide system of 
internet governance. The deliberations of the UN Group of Governmental Experts 
(UN-GGE) ended without a final declaration in 2017. There have been a number of 
public-private initiatives since then, such as the Cyber Security Tech Accord in 
2018, but more than anything worldwide progress in this domain calls for a broad 
consensus on specific standards and enforcement (Rathenau Instituut, 2019b). 

 

The transition to an alternative communication protocol might be easier if a major 
player in the digital domain expresses its support for it. For instance, a number of 
years ago Google decided to promote the use of the HTTPS protocol. Today, the 
Chrome browser displays a warning if surfers are visiting a website without HTTPS. 
Providers of websites responded by quickly implementing the HTTPS protocol 
(Sheridan, 2018) and in just a few years HTTPS was being used in more than 90% 
of all websites (Google, 2019). 

 

In the public sector in the Netherlands, the principle of ‘comply or explain’ applies 
with respect to the use of safer standards like HTTPS and IPv6 when purchasing 
products or services worth €50,000 or more (Standardisation Forum, 2019). In 
practice, this rule is still not always followed. For example, the websites of a large 
number of Dutch hospitals fail to comply (Van der Laan, 2019). Experts call on the 
government to adopt more binding measures to promote compliance (Schneier, 
2018). 

4.7 Open data standards and open source software 

As with the growing use of cloud services discussed earlier, when buying digital 
products or services end users often enter into relationships whose consequences 
they are unable to appreciate. For example, users are regularly confronted with 
changes in the terms and conditions under which a digital service or product is 
provided by the supplier. They then have to decide between accepting the revised 
terms and conditions or incurring the expense of switching to an alternative 
supplier. This can also be at the expense of cyber resilience, because users are not 
always offered the product with the best security. 

 

Using open data standards and open source software could make it easier for a 
user to switch to a different supplier because the costs would be lower. Suppliers 
would also come under greater pressure to improve their products and services. 
There would be gradations in the degree of openness, ranging from the right to 
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inspect the software code to the freedom to make changes to the software and 
disseminate it. The greater the user’s freedom of choice, the weaker its 
dependence on a supplier. 

 

The Reuse of Public Sector Information Act (Wet hergebruik overheidsinformatie, 
Who) is intended to promote the use of open data standards. For example, public 
and semi-public organisations are obliged to use the Open Document Format 
(ODF) for text files rather than software-specific formats such as Microsoft Word’s 
Docx. The experts we consulted observed that the law on open data standards is 
not universally complied with. The use of open source software is encouraged in 
the public sector but has not been adopted as a standard (Ministry of the Interior 
and Kingdom Relations, 2014). 

Not necessarily safe 

Incidentally, the use of open standards and open source software does not 
automatically enhance cyber resilience. This was demonstrated by the HeartBleed 
vulnerability in 2014, which affected 66% of all global web services but went 
unnoticed for a long time even though everyone had access to the software’s 
source code and could have discovered the vulnerability. 

 

Accordingly, malicious parties could also learn more about potential vulnerabilities 
in software and exploit them. Many of the initiatives in this domain are undertaken 
by volunteers, who also perform the maintenance. Since arrears of maintenance 
can be at the expense of security, software and standards must be constantly 
updated to remedy recently discovered vulnerabilities. 
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5 Conditions for taking advantage of 
technological opportunities 

This chapter describes the conditions that need to be met in order to benefit from 
the opportunities created by new and existing technologies for enhancing cyber 
resilience, with the focus mainly on the public sector and providers of vital services. 

5.1 Cyber resilience starts with a risk analysis  

The use of technological measures to enhance cyber resilience presupposes an 
adequate risk analysis at board level of those of the organisation’s critical data and 
processes that require maximum security. On the basis of this risk analysis, a 
decision then has to be made on which of the organisation’s units and processes 
need to be connected to the internet and which do not. This review should devote 
special attention to large databases with sensitive data. 

Decision should be made at board level 

Decisions on the digitisation of organisational processes and the need for 
connection to the internet are often regarded as technological issues falling under 
the auspices of the IT department. However, the decision to digitise processes and 
how it should be done must be preceded by a risk analysis at board level: what are 
the organisation’s critical data and processes (‘crown jewels’) that require maximum 
security? What risks are acceptable? And how should the benefits of being linked to 
the internet be weighed against the drawbacks? 

 

Assessment frameworks for analysing risks and information about the effectiveness 
of measures to reduce risks can help organisations to make these decisions. The 
Netherlands does not yet have a generally accepted systematic approach to 
making an adequate risk assessment (NCTV, 2019a). Rijkswaterstaat has 
formulated its own list of criteria for risk assessments. These Cyber Security 
Implementation Guidelines for Structure Managed by Rijkswaterstaat 
(Cybersecurity Implementatierichtlijn Objecten Rijkswaterstaat, CSIR) are based on 
the standards laid down in the State Baseline Information Security (Baseline 
Informatiebeveiliging Rijksdienst, BIR) (Netherlands Court of Audit, 2019a). 

Critical databases 

A number of the experts we consulted said that greater attention was needed for 
critical databases containing sensitive data, such as information about people’s 
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health, or large registers of personal data. When large volumes of data about 
individuals are collected in a database, a data leak or a hack can have serious 
social consequences.  

 

Sensitive data should be better secured, for example with strong forms of 
encryption or Privacy Enhancing Technologies (PETs). In the case of medical data, 
various parties advocate the introduction of ‘patient confidentiality’ to give patients 
greater powers to prevent data from being automatically shared, for example with 
parties outside the medical domain (Hooghiemstra, 2018; Rathenau Instituut, 
2019d; Patiëntenfederatie, 2019). 

5.2 The government as role model  

The government is in a position to play a prominent and exemplary role in relation 
to cyber resilience. As a major customer of digital products and services and a 
major service provider, the government could have a huge influence on the overall 
level of cyber resilience, for example through the standard use of multi-factor 
authentication, strong encryption of sensitive data and Privacy Enhancing 
Technologies. The government could also insist that public news media add digital 
signatures to their reports to counter the risk of the spread of fake news and 
disinformation. 
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Box 1 Elevating Privacy Enhancing Technologies to a standard 

The national government occupies a key position with respect to promoting 
the wider use of PETs through its role in managing files and issuing 
identity papers and by virtue of the digital logging on to government 
services with DigiD. For example, providing a PET like the KopieID app, 
which enables users to hide unnecessary information on a copy of an ID 
and to attach a watermark to the copy, would immediately make a 
difference. 

 

To be adopted on a wide scale, PETs must be reliable, transparent and 
user-friendly and familiar to users. 

 

National government’s cyber resilience not fit for purpose 

There is still work to be done before the government can perform this exemplary 
role. In a recent report, for example, the Netherlands Court of Audit found ‘serious 
problems’ in the information security of various public sector organisations. These 
organisations fail to comply with all the measures prescribed by the government in 
relation to cyber resilience. The number of shortcomings had actually increased 
compared with the previous year, the Netherlands Court of Audit observed, adding 
that they were due in a part to a lack of expertise within the ministries (Netherlands 
Court of Audit, 2019b). 

 

To strengthen efforts to create a cyber-resilient government and enhance the 
government function as a role model, there is a lot to be said for concentrating 
responsibility in this domain in a single entity. A number of the experts we consulted 
said that responsibility for cyber resilience is too fragmented across the various 
ministries. They favour tighter coordination and direction. Whether the recent 
Coordination of Central Government Organisation and Operational Management 
Decree (Coördinatiebesluit), which delegates more powers in this domain to the 
Ministry of the Interior and Kingdom Relations, is adequate to accomplish this is 
open to question. The United Kingdom chose to respond to the need for tighter 
coordination by delegating responsibility for the central government’s cyber 
resilience to a single ministry. 
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Anticipation of new technologies 

To fulfil its function as a role model the government must also adequately anticipate 
the possibilities that new technologies will create for increasing its own cyber 
resilience. 

 

It proved difficult to form a clear impression of the level of awareness in the public 
sector – and more widely among suppliers of vital services – of the potential of new 
technologies. The experts we consulted generally expressed themselves in general 
terms. They are concerned about the government and about sectors such as care 
and education. Their anxieties for the government are rooted in part in the critical 
findings of the Elias Committee (which conducted a parliamentary investigation into 
large government IT projects) and the advisory report of the Information Society 
and Government Study Group entitled ‘Make it Happen!’. Their feeling is that those 
findings are still relevant and that not enough is being done to make use of new 
technologies to increase cyber resilience in the public sector.  

 

But that view does not apply for all vital suppliers. According to the experts, cyber 
resilience is high on the agenda in the financial, telecom and energy sectors and 
these sectors are taking advantage of the possibilities offered by the new 
technologies. Experts who work in these sectors are also very aware of the 
opportunities that technologies such as machine learning create to enhance cyber 
resilience. 

5.3 Legislation and regulation 

A second way in which the government can increase the general level of cyber 
resilience is by encouraging suppliers to market digital products and services with 
stronger in-built security. Here we discuss three frequently mentioned instruments 
that are available to the government: legislation, preferably based on open 
standards; certification; and standardisation. 

5.3.1 Open statutory standards and regulation  

In light of the rapid pace of technological developments in the field of IT, legislation 
and regulation should preferably be based on ‘open’ standards. For example, the 
Networks and Information Systems (Security) Act (Wbni) from 2018 imposes a duty 
of care on all suppliers of vital services and digital service providers (such as online 
market places and cloud service providers). The law provides that suppliers must 
take ‘appropriate and proportionate technical and organisational measures’ to 
safeguard stored and processed data. Using open standards prevents the 
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requirements laid down in a law from becoming outdated even before the law takes 
effect. 

Oversight of open standards 

The use of open standards requires clear frameworks and adequate oversight. 
Regulators must have guidelines for monitoring the further implementation of the 
open standards and supervising compliance with them. This implies an important 
role for regulatory bodies such as the Radiocommunications Agency Netherlands, 
the Authority for Consumers and Markets and the Dutch Data Protection Authority. 
These agencies must also have the necessary resources to perform that role, in 
terms of both manpower and expertise. 

Coordination of oversight  

Digitisation affects a growing number of domains. Consequently, digital products 
and services increasingly transcend the boundaries of specific legal domains and 
can therefore fall under the scrutiny of more than one regulatory body. A single 
product, such as a car or a ‘lifestyle app’, can be covered by the guidelines for 
consumer products, digital service providers, goods with a digital element and 
sector-specific legislation. Adequate regulation of such products calls for 
cooperation and coordination among the regulatory bodies at both national and 
international level. One of the questions this raises is which agency has authority in 
a particular area. That calls for research into the possibilities for national and 
international coordination and cooperation. Research into governance issues is one 
of the priorities in the National Cyber Security Research Agenda. The European 
research project CyberSec4Europe is also concerned with issues of this nature (DG 
CONNECT, 2019a). 

 

The international consumer organisations Consumers International and BEUC are 
critical of the manner in which the regulators in the EU member states protect 
consumers in the digital domain. According to these organisations, the regulators 
devote too little attention to protecting privacy and information security and their 
approach is often too fragmented (Coll & Simpson, 2016). In their view, regulators 
should adopt a more integrated approach to the protection of consumers’ digital 
rights and devote more attention to issues such as fairness in the relationship 
between consumers and companies (Consumers International et al., 2017). 

5.3.2 Certification 

A second instrument the government could use to encourage suppliers to market 
digital products and services with better security is certification. Certificates would 
enable consumers to determine whether digital services and products meet 
minimum requirements.  
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The European Cybersecurity Act was adopted in 2018. The law establishes a 
Cybersecurity Certification Framework for digital products and services. The 
expectation is that the framework will require developers of Internet of Things 
devices to employ the security-by-design principle. Certification will be voluntary 
and there will be three levels: basic, substantial and high. The framework still has to 
be implemented in national legislation, so it is not yet clear precisely what impact 
the European Cybersecurity Act will have. The EU opted for voluntary certification 
in order to avoid increasing the costs of market entry (Stupp, 2018a). Consumer 
organisations have expressed disappointment in that decision (Stupp, 2018b). A 
number of the experts we consulted also mentioned the importance of mandatory 
certification. 

 

Certification in the digital domain could also be based on the EU’s Radio Equipment 
Directive, which was amended in 2017. The directive regulates CE marking as it 
applies to radio equipment. The rules govern aspects such as safe use, prevention 
of interference and reliability. The Netherlands intends to lobby in the EU for the 
inclusion of minimum safety requirements for Internet of Things devices in the 
directive (Ministry of Economic Affairs and Climate Policy, 2018). 

Proof of safety? 

An important remark that needs to be made in connection with the use of 
certification for suppliers of digital products and services is that it is not yet possible 
to prove incontrovertibly that products and services are safe (provable secure). 
Instead, suppliers and users can use contractual agreements, tests can be carried 
out and suppliers can allow users to inspect the software they used. For the time 
being, research into the possibilities of demonstrating the safety of products and 
services is still an academic affair. It is also an item on the National Cyber Security 
Research Agenda (Dcypher, 2018). 

 

With respect to cryptography, developers are able to provide mathematical 
evidence of the security of their encryption. For example, the mathematical principle 
behind the RSA encryption technique – which forms the basis for the ‘green lock’ in 
the browser – is known. The level of information security claimed for the RSA 
algorithm can therefore be verified independently. 

5.3.3 International standardisation 

Standardisation is a third instrument the government can use to persuade suppliers 
to market more secure digital products and services. Standards are crucial for 
international measures in the area of cyber resilience. 
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Market actors in charge 

Up to now, standards in the digital domain have been formulated mainly by the 
market without being preceded by a formal standardisation process. For example, 
in the past communication protocols such as HTTP and IP became the standard 
mainly because of their popularity among users. Where there are standardisation 
processes, large technology companies generally have a large say in what 
happens. They often possess the expertise to provide technical know-how and are 
willing to deploy the necessary manpower to attend meetings and so exercise 
influence on the standardisation process. Governments generally lag behind in that 
regard. 

 

Although there are international policy forums, such as the Internet Corporation for 
Assigned Names and Numbers (ICANN), the Internet Governance Forum (IGF), the 
International Telecommunication Union (ITU) and the Internet Society (ISOC), they 
currently have little or no say in the matter of the global internet infrastructure (Van 
Eeten, 2017). 

International role of governments 

For a long time, it was also regarded as impossible to formulate international policy 
in the field of cyber resilience. This was possibly due to the fact that the process 
would quickly involve thousands of parties in a great many countries. The recent 
emergence of a small number of dominant players, such as cloud services and 
platform companies whose operations encompass a large part of the international 
market, has created a situation where international policy measures could have a 
major impact.  

 

The competition organised by the American NIST to develop a standard for post-
quantum cryptography also shows that governments can indeed play a significant 
international role. This is also apparent from the worldwide impact of the EU’s 
General Data Protection Regulation (GDPR). Given the importance of the 
international forums in which decisions on international guidelines and standards 
are made, the Dutch government – or better yet the EU – should be more 
intensively involved in them. One of the aims should be to ensure that the final 
guidelines and standards adequately reflect important European values such as 
security, privacy and autonomy.  

 

Even a relatively small country like the Netherlands can exert influence on 
international standards. The Netherlands is the market leader in the field of 
charging points for electric vehicles, for instance. Accordingly, it influences choices 
that have a worldwide impact. For example, the car maker Tesla responded to the 
charging points manufactured by the Dutch company FastNed by supplying 
adapters with which the Tesla can also be easily charged in the Netherlands (De 
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Jong, 2019). Although this is not an example of cyber resilience, it does show that 
even a small country can secure an international following by being in the vanguard 
of developments and introducing a particular standard. 

5.4 Strengthening digital autonomy 

In this study we have seen that there is a trend towards more services being offered 
by cloud suppliers. That trend could lead to greater cyber resilience, because cloud 
service providers generally possess more knowledge and greater capacity to make 
systems secure than users have. But, as we have also seen, it can also lead to 
greater dependence on cloud suppliers and the accompanying risks such as loss of 
functionality in the event of a system failure and loss of control of data and data 
processing.  

 

The experts we consulted share the view that these risks of dependence are 
undesirable. Opinions differ, however, on the possibilities for reducing that 
dependence – and thus also increasing the digital autonomy of users. A number of 
the experts argue that the Netherlands – and in a broader perspective, the EU – is 
not doing enough to build a domestic IT industry. They say that too many promising 
Dutch or European start-ups are acquired and monetised by foreign technology 
companies, which merely increases the dependence of these companies. Heavier 
investment in national businesses and innovation could reduce the dependence on 
external parties, they feel. This business activity and innovation could in fact also be 
generated by ‘social enterprises’, non-profit organisations or public IT service 
providers. 

 

Others feel that Dutch or European suppliers of digital products and services would 
not be able to match the large technology companies, which lead the world in R&D 
in the field of cyber resilience. See also the remark by Jeff Moss, founder of the 
hackers conference Black Hat, that there are perhaps twenty companies in a 
position to make a substantial contribution to increasing cyber resilience worldwide 
(Sheridan, 2018). It might therefore be more effective to combat undesirable 
dependence by stipulating stricter conditions for the reliability and continuity of 
service provision, at national or EU level, and incorporating them in the purchasing 
conditions. 

 

A third option for preventing undesirable dependence and increasing digital 
autonomy is the use of technical measures such as PETs, encryption and open 
standards and open source software. The first two measures could prevent the 
undesirable dissemination or reuse of data; the last two could prevent excessive 
dependence on a single cloud supplier. 
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The various options are not mutually exclusive. The goal of expanding the IT 
industry in the Netherlands or Europe and providing better protection for businesses 
against takeovers could be accompanied by the adoption of more stringent security 
requirements – such as the obligation to use PETs and encryption – in purchasing 
conditions. 

5.4.1 Strengthening digital autonomy with technology 

Technologies such as PETs and encryption could prevent other parties from 
disseminating and using one’s data and so help the data’s owner to retain control of 
the data and its processing. The use of open standards and open source software 
could also help end users to avoid undesirable dependence on a cloud supplier and 
the risk of vendor lock-in by making it easier for them to switch to another supplier.  

 

The use of PETs, encryption and open source software are obvious possibilities to 
strengthen the user’s digital autonomy, since these options already exist but are 
underutilised.  

Opinions differ among the experts we consulted on the necessity, from the 
perspective of cyber resilience, of storing the national government’s data in data 
centres within the national borders. While some take the view that this would 
improve the government’s control of the security and reliability of the data storage, 
others argue that it makes little difference where data are stored as long as they are 
encrypted strongly enough.  

 

On that latter point, it is important that the encryption can be fully trusted, which 
means it has to be developed and implemented by trusted parties, at least as far as 
the security of the critical data of government and business, such as state secrets 
or the ‘crown jewels’ of companies, is concerned. 

5.4.2 Strengthening digital autonomy with stricter purchasing 
conditions  

A second way of avoiding the negative effects of dependence on foreign parties 
and increasing digital autonomy would be to impose stricter requirements for cyber 
resilience and control over data and data processing in purchasing conditions. For 
example, Dutch and European parties could insist that providers of cloud services 
prevent stored data from being inspected by the providers themselves or by third 
parties, for example by always encrypting data. For some time, the Dutch Ministry 
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of Defence has imposed specific conditions on suppliers in relation to cyber 
resilience, among other things (see box).  

 

According to various experts we consulted, the ABDO purchasing conditions are a 
good example of how stricter requirements can be imposed on suppliers of digital 
products and services. However, others wonder whether all of the ABDO conditions 
actually lead to the greatest possible resilience (Olsthoorn, 2017). For example, the 
ABDO requires that every one of a contractor’s employees in a position requiring 
confidentiality must have Dutch nationality. This condition is pointless if there are 
not enough Dutch nationals with the necessary qualifications available to fill the 
position.  

 

Box 2 ABDO purchasing conditions for IT suppliers 

Suppliers of the Ministry of Defence must comply with the General Security 
Requirements for Defence Contracts (ABDO). The category of the Interest 
to be Protected (Te Beschermen Belang, TBB) is an important factor in this 
context. Interests are divided into four categories according to the potential 
damage that could result from information being seen by unauthorised 
persons. The requirements imposed on the supplier vary according to the 
category of the interest to be protected. 

 

Since 2017, a separate chapter of the ABDO has been devoted to IT 
security. The requirements relate to organisational measures, such as the 
obligation to appoint a cyber security officer, and technical measures, 
relating to encryption and cloud computing, for example. The requirements 
are specific and together constitute a checklist. 

 

According to various experts, the national government and the suppliers of vital 
services should play a leading role in drafting stricter requirements for cyber 
resilience. To this end, they should join forces and together draft purchasing 
conditions. Others point out that, with a view to the necessary market strength, it 
would be better to coordinate purchasing conditions at European level. The 
European Union Agency for Cyber Security (ENISA) has also drawn up guidelines 
for purchasing policy (ENISA, 2014). 
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Purchasing conditions for 5G 

There is growing attention in the Netherlands to the implications of the construction 
of the 5G network for cyber resilience. The NCTV’s Economic Security Task Force 
recently published an advisory report on the subject, which was adopted by the 
government in July 2019. As a result, telecom providers will be obliged to take 
additional security measures to protect their network, including setting extra high 
requirements for suppliers of services and products in critical areas (Ministry of 
Justice and Security, 2019). It is not known which elements will be affected (Hijink, 
2019).  

 

This situation accords with the EU’s policy on 5G networks, which is geared to the 
adoption of additional conditions in relation to cyber resilience. That strategy 
diverges from the United States’ policy of excluding countries with an ‘offensive’ 
cyber programme from involvement in the construction of 5G networks. In addition 
to the United States, Australia, New Zealand and Japan have also decided to 
exclude the Chinese supplier Huawei on the same grounds (Tao, 2018). It is not yet 
clear what the extra conditions envisaged by the EU will amount to. 

 

A similar debate is taking place in Germany. At the beginning of 2019, this led to 
the adoption of stricter requirements for companies that wish to bid in the auction of 
5G frequencies (Bundesnetzagentur, 2019). The requirements were drawn up by 
the German regulatory authorities for telecommunication and data protection. They 
include mandatory certification of critical components by Germany’s Federal Office 
for Information Security (BSI), periodic security tests and the prevention of 
‘monocultures’.8  

 

The EU has drafted a proposal for the coordination of national purchasing 
conditions. In March 2019, the European Commission proposed a common 
European approach to the security of 5G networks (European Commission, 2019a). 

5.4.3 Strengthening digital autonomy with a domestic IT industry  

A third way in which the Netherlands and the EU can avoid excessive dependence 
on major foreign parties is by developing their own IT industries. This implies that 
the Netherlands and the EU must give greater priority to establishing a stronger IT 
industry, and in particular to developing and implementing new technologies that 
enhance cyber resilience. As mentioned above, these activities could be carried out 

 
 
8  For the complete list of requirements, see 

https://www.bundesnetzagentur.de/SharedDocs/Pressemitteilungen/EN/2019/20190307_SL.html 
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by private enterprises, but also by other organisations such as NGOs or public IT 
service providers. 

 

The Netherlands is not necessarily too small – as is often asserted – to perform this 
role, and certainly not when seen in the context of larger alliances such as NATO or 
the EU. The fact that an even smaller country like Estonia can play an independent 
role within NATO in the area of cyber resilience shows that a country’s size is not 
decisive. However, the experts we consulted did point out that Estonia is in a 
special position. The continuous threat from and experiences with (Russian) cyber 
attacks in Estonia were often mentioned as a crucial factor, leading as they did to a 
widely shared sense of urgency regarding the need to strengthen cyber resilience. 

Focus in the knowledge and innovation agenda 

Developing a larger domestic IT industry – with the primary aim of improving cyber 
resilience – calls for a more effective knowledge and innovation policy. The Dutch 
government took a first step in that direction last year by drafting a ‘mission-driven’ 
innovation policy, in which cyber security is one of the 25 missions (Ministry of 
Economic Affairs and Climate Policy, 2019). The Dutch Cyber Security Research 
Agenda (NCSRA) has formed an important substantive guideline for this. 

 

However, the experts we consulted take the view that the NCSRA lacks the 
necessary focus to make a real difference. In their opinion, the government should 
make more specific choices with respect to the areas in which Dutch research 
institutes should be in the international vanguard, and then market the knowledge 
that is created. 

 

Innovation policy would also benefit from a sharper focus. The funding of innovation 
is mainly general in nature in the Netherlands. For years, approximately 90% of 
investment in innovation has taken the form of general tax-related support 
(Rathenau, 2018). One of the few non-tax instruments, the Small Business 
Innovation Research (SBIR) programme, could be used to create a sharper focus. 
For the time being, however, this instrument is being used across the full breadth of 
the NCSRA (see box 3: SBIR Cyber Security stimulates IT activity across the full 
breadth of the NCSRA). 

The government as launching customer 

The government could also foster a domestic IT industry by assuming the role of 
launch customer. In that capacity, the government would invest risk-bearing capital 
in promising start-ups, social enterprises and non-profit organisations and be a 
major customer of successful digital products and services, thus contributing to the 
scaling up of the enterprise or organisation concerned. Suppliers of vital services 
could also act as launch customers more frequently. 



Cyber resilience with new technology 66 

 

It is important to bear in mind that the number of start-ups and SMEs in the IT 
sector is relatively large. To promote and reap the benefits of innovation, it is 
important to create favourable conditions for innovative organisations. One aspect 
that demands attention is tender procedures. According to a number of the experts 
we consulted, tender procedures often take too little account of start-ups. They feel 
that tenders are usually too large and too complex for them, which means that it is 
mainly larger parties that qualify for the contracts.  
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Box 3 SBIR Cyber Security programme encourages IT-related business 
activity across the entire spectrum of NCSRA 

The Small Business Innovation Research Cyber Security programme 
subsidises research into the feasibility and the development of innovations 
(RVO, 2017). Ninety percent of the budget comes from the European 
Union’s Fund for Internal Security (ISF); 10% is a subsidy from the 
National Coordinator for Security and Counterterrorism (NCTV).  

 

The NCSRA provides the guidelines for the SBIR programme. Enterprises 
are invited to bid for funding for projects that contribute to achieving the 
government’s main policy objectives for cyber resilience in a tender 
procedure. Those main objectives are broadly formulated.  

 

An analysis of 43 selected project proposals showed that a wide range of 
initiatives receive financing. Roughly half of the proposals involved a 
technology for information or network security, for example a method of 
authentication or an app or cloud technology. Another third of the project 
proposals focused on the development of management instruments, for 
example for gathering and publishing information about data, networks and 
vulnerabilities. Most of the remaining proposals were for training and 
awareness-raising projects.  

 

The criteria adopted by the SBIR assessment committee to evaluate 
proposals are impact, technological feasibility, economic perspective and 
the bid price. This list does not reflect a preference for a particular 
technology or a particular ratio of technological to more organisational 
proposals. 

 

To promote innovation, the government should therefore also create more scope for 
involvement by small enterprises and non-profit organisations. That is one of the 
objectives of the planned Cyber Innovation Hub, in which ministries, research 
institutes and businesses will collaborate in addressing issues relating to cyber 
resilience (Rathenau Instituut, 2019a).  
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In addition to the regular public sector parties, there could also be a role for the 
intelligence services. There is very little collaboration between small start-up 
enterprises and the intelligence and security services in the Netherlands. The 
reason for this is that enterprises and their products and employees must undergo a 
strict screening procedure before they are allowed to operate in the intelligence 
domain. In practice, small companies are seldom able to successfully complete 
these procedures. 

DARPA as an example 

The American agency for military innovation DARPA employs a form of 
collaboration with technology developers that is interesting in light of the 
aforementioned conditions for innovation. By acting as launch customer, DARPA is 
involved in the process of translating knowledge into innovations from an early 
stage. Nor does DARPA require a screening of the parties with which it works 
during this phase. Advanced simulation environments have been created to allow 
the collaboration to take place outside the secret domain (DARPA, 2008). 

 

In 2018, Germany established an organisation whose mission is similar to DARPA’s 
(Delcker, 2018). According to the German government, the organisation’s goal is to 
reduce Germany’s dependence on foreign suppliers. However, its budget of 200 
million euros for a period of five years pales in comparison to DARPA’s annual 
budget of almost three billion euros. 

Value-driven innovation 

An incidental, but not insignificant, argument in favour of the Netherlands or the 
European Union establishing its own position in the global IT market, is the 
prominent role the EU plays in the normatively charged regulation of IT 
developments, as illustrated by the worldwide impact of the General Data 
Protection Regulation (GDPR). The EU could strengthen the normative force of its 
interventions by campaigning more strongly for the development of IT-related 
products and services that reflect values such as security, privacy and autonomy 
(Dobbe & Stikker, 2019). European enterprises could in this way set themselves 
apart from their American, Chinese and Russian competitors. 

5.5 Post-quantum cryptography creates opportunities 
for IT enterprises 

A number of parties in the Netherlands are taking part in the NIST competition to 
establish an international standard for post-quantum cryptography. With institutions 
such as Radboud University, CWI Amsterdam, Eindhoven University of Technology 
and Philips, the Netherlands has a solid knowledge base in this field.  
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The Netherlands’ prominent international knowledge position creates opportunities 
for the country to develop its own industry in the field of post-quantum 
cryptography. With the help of the expertise in Dutch research institutes, that 
industry could develop products and services to support the forthcoming, large-
scale migration to quantum-proof encryption.  

 

That other countries are already moving in that direction is demonstrated by the 
activities of the British company PQShield and the support it receives from the 
British government. In anticipation of the migration to post-quantum cryptography, 
this company is already laying the groundwork for product development, by 
recruiting experts for example. No such steps are being taken yet in the 
Netherlands. 

5.6 Exploiting the potential of post-quantum 
cryptography and machine learning 

The preceding review raises the question of what is needed to take advantage of 
the opportunities created by the new technologies. What demands will be made on 
the relevant public authorities, businesses and research institutes? In answering 
that question, we will focus mainly on post-quantum cryptography and machine 
learning and on central government and suppliers of vital services. 

Dealing with technological innovation 

It has to be remembered that although there are already applications of machine 
learning and post-quantum cryptography, both technologies are still evolving. With 
respect to post-quantum cryptography, an important example is the NIST 
competition to develop standards for cryptography. Because new applications of the 
technology are still being developed, it is not yet possible to say precisely what 
shape this technology will ultimately take and what will be required to implement it 
properly in specific situations.  

 

It is, however, possible to say something about how organisations can anticipate 
and exploit the emerging technological possibilities. This study shows that there are 
major differences in how vital suppliers deal with technological innovations. Large 
organisations with their own research departments are able to look ahead to 
technological developments in the more distant future and to develop innovative 
solutions for issues connected with cyber resilience in collaboration with research 
institutes. An example would be measures to prevent pollution or bias in the 
datasets used to train smart algorithms. However, the organisations would still have 
to implement the ensuing applications. 
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For the collaboration with research institutes, the organisation concerned will also 
have to be aware of where new knowledge and products are being produced. That 
means they will need the necessary in-house expertise to identify those 
developments and the internal capacity to experiment with them. The experts from 
the external partners will have to be familiar with the organisation and the issues it 
faces. This applies, for example, to an organisation like the AIVD, which is 
investigating the potential of using machine learning for the purposes of 
investigation in association with research institutes in the Netherlands and 
elsewhere. The collaboration could benefit from the geographic and cultural 
‘proximity’ of the organisation to the research institutes (Boschma, 2005; Rathenau 
Instituut,2018a), but that does not appear to be essential. 

 

However, suppliers of vital services do not all have their own research capacity. 
They rely on commercial suppliers for innovative products or services. What they 
need most of all is the help of experts in accurately assessing the true value of what 
is available on the market, including the question of whether the products and 
services genuinely provide a solution for the issues they currently face or are likely 
to face in the near future in relation to cyber resilience. Because these 
organisations are required to put contracts for the purchase of the necessary 
products and services out to tender, they are dealing with a global supply market. 
However, large, international suppliers of digital products and services could also 
provide local support. 

Support from the government 

The government could support the use of new technologies such as machine 
learning and post-quantum cryptography in various ways. In the first place, it should 
continue investing in the development of knowledge in the field of machine learning 
and post-quantum cryptography by research institutes. Collaboration between 
research institutes and other organisations should be facilitated wherever possible. 
Organisations that do not have their own research capacity should be able to 
request assistance in assessing which of the products and services available on the 
market are appropriate. This support could be provided by the existing Information 
Sharing and Analysis Centres (for vital suppliers) and Digital Trust Centre (for non-
vital suppliers). 

Transparency of statutory frameworks 

As mentioned in Chapter 3, it is questionable whether the use of machine learning 
to automatically repair vulnerabilities and to provide an automatic response to 
attacks is compatible with the Software Directive or the statutory rules on hacking. 
The government would be well-advised to clarify this situation. 
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5.7 Successful use of new technology depends on the 
available expertise 

Perhaps the most important requirement for taking advantage of the opportunities 
offered by new and existing technologies to increase cyber resilience is the 
availability of sufficient expertise. Government, suppliers of vital services, other 
businesses and regulatory bodies must all have sufficient manpower and expertise 
to develop and implement these technologies.  

 

There are serious concerns that this expertise is lacking, however. A number of the 
experts we consulted referred to a large and persistent shortage of experts in the 
field of cyber resilience in the Netherlands. According to the international 
association of IT professionals ISACA, half of the cyber security organisations faced 
staff shortages in 2018 (ISACA, 2018). The trade association ISC2 says the 
worldwide deficit is three million professionals (ISC2, 2018). Dutch enterprises 
regard the lack of expertise as a major obstacle to the use of machine learning 
(AINED, 2018).  

 

Because of this shortage of experts, it is necessary to invest more in IT training at 
the level of secondary and higher professional education (MBO and HBO) and at 
university level. The Cyber Security Council called earlier for the training of more IT 
professionals (Broekhuizen, 2018). 
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6 Conclusions  

The findings presented in the previous chapters lead to the following conclusions. 

6.1 Opportunities for new technology 

New technologies create opportunities to enhance cyber resilience  

Machine learning, post-quantum cryptography, 5G networks, LiFi, quantum 
communication and distributed systems are new technologies that create 
opportunities to enhance cyber resilience in the Netherlands. With machine 
learning, it will be possible to detect and repair vulnerabilities in software on a large 
scale and automatically. Machine learning can also be used to counter deepfakes, 
visual materials that have been manipulated. Post-quantum cryptography can be 
used to produce data encryption that is strong enough to withstand attacks using 
the computing power of a quantum computer. 5G networks could improve the 
security of communication networks. LiFi and quantum communication also 
facilitate safer forms of digital communication that are more difficult to intercept. 
Finally, the use of distributed systems could help to increase resilience against loss 
of functionality in the event of malfunction. These technologies are still evolving and 
are only used to a limited extent. 

Machine learning and post-quantum cryptography: opportunity and necessity 

The use of new technologies such as automatic detection and repair of 
vulnerabilities or post-quantum cryptography not only represent an opportunity to 
increase cyber resilience. It is also essential to use them if cyber resilience in the 
Netherlands is to keep pace with the possibilities that the new technologies also 
offer for malicious parties.  

 

The urgency is most clearly illustrated in the field of quantum computing: a mass 
migration to post-quantum cryptography will have to be made before the quantum 
computer makes it possible to break existing forms of cryptography. A similar 
argument applies for the use of machine learning for automatic detection and 
response: the expectation is that manual defences alone will soon be insufficient to 
counter the massive and advanced attacks that machine learning makes possible. 
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6.2 Potential of existing technology 

Basic security measures remain underutilised 

There is little point in exploiting the possibilities of new technologies for increasing 
cyber resilience unless wider use is made of existing technologies at the same time. 
Existing, but underutilised technologies also provide opportunities to increase cyber 
resilience in the Netherlands.  

 

The same applies for resilience against advanced attacks, for example attacks 
which use machine learning for offensive purposes. Basic security measures (such 
as strong passwords and software updates) and other available measures 
(encryption, adding digital signatures to reports) could make a substantial 
contribution to the resilience against the automatic detection and exploitation of 
digital vulnerabilities or the dissemination of deepfake images and videos. It is 
therefore problematic that such measures, which are already available, are not fully 
utilised. The government should therefore intensify efforts to increase the use of 
these options to enhance cyber resilience. 

Attention to structural resilience could yield substantial benefits 

The resilience of the internet’s technical infrastructure could also be improved at a 
more basic level. There is a lot to be gained by always taking cyber resilience into 
account in the design of systems and applications. Think, for example, of the use of 
safer hardware and communication protocols, whose use should be made 
compulsory by the government. 

6.3 The Netherlands and Europe are falling behind 

Dutch and European parties depend heavily on large foreign – mainly American 
and Chinese – technology companies for their digital products and services. The 
same applies for various applications that could improve cyber resilience. An 
important trend in this context is that end users (consumers, businesses and 
governments) increasingly outsource measures connected with cyber resilience to 
– foreign – cloud suppliers. This creates a growing dependence on these parties, as 
well as new risks including loss of functionality, Single Points of Failure and loss of 
control of data and data processing. 

 

Large foreign companies also lead the way in the development and implementation 
of new technologies such as machine learning, quantum computing and 5G 
networks. The Netherlands and the EU are therefore in danger of falling further 
behind. 
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6.4 Options for strengthening digital autonomy 

There are various options for averting the risks connected with the growing 
dependence of Dutch and European parties on foreign technology companies and 
strengthening the digital autonomy of the Netherlands and the EU: adopting 
technological measures such as Privacy Enhancing Technologies, encryption and 
open standards; formulating stricter purchasing conditions for digital products and 
services; and by developing the domestic IT industry. 

Strengthening autonomy through technological measures 

Risks such as undesirable access to data, vendor lock-in and Single Points of 
Failure can be averted by making it standard practice to use instruments such as 
Privacy Enhancing Technologies, strong encryption, open data standards, open 
source software and distributed systems. 

Strengthening autonomy through stronger purchasing conditions 

A second option for averting the risks of dependence is to stipulate stricter 
requirements for suppliers of digital products and services in the purchasing 
conditions. For example, insisting that cloud service providers encrypt all stored 
data so that they cannot be inspected by the supplier or by third parties. 

Strengthening autonomy through a domestic IT industry 

A third option for avoiding excessive dependence on foreign parties is to create a 
larger IT industry in the Netherlands and Europe. 

6.5 Promoting a domestic IT industry 

Post-quantum cryptography creates opportunities for domestic enterprises 

Dutch research institutes possess cutting-edge knowledge in the field of post-
quantum cryptography. Marketing this knowledge will create possibilities for 
developing a domestic IT industry. Instead of waiting until the American National 
Institute for Standards and Technology (NIST) has formulated standards for post-
quantum cryptography, the Netherlands – or better yet, the EU – could take their 
own initiatives in that domain in the short term. 

 

The time it will take to complete a large-scale migration to post-quantum 
cryptography and the risk of harvest-and-decrypt attacks underline the importance 
of introducing strong encryption of sensitive data in the short term, as well as using 
quantum-resistant cryptography wherever possible. The urgency of the situation is 
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a further reason not to wait for the results of the NIST competition, which might not 
be announced before 2024. 

Start with the national crown jewels 

A further reason to establish at least a minimum level of domestic IT enterprise is 
the need to ensure maximum security of ‘crown jewels’ such as state secrets, 
commercial secrets and other critical databases – for example through the use of 
strong forms of (post-quantum) cryptography. The government and suppliers of vital 
services must be able to buy products and services from trusted market actors who 
endorse important values such as privacy and autonomy. Although that does not 
necessarily mean that products and services would have to be bought from Dutch 
or European suppliers, that could help. 

6.6 Conditions for exploiting opportunities 

The following conditions have to be met to exploit the opportunities that new and 
existing technologies create for increasing cyber resilience in the Netherlands. 

Improve the climate for innovation  

A more favourable climate for innovation is needed to generate more domestic 
business activity in the field of IT. The government could help to create that climate 
by making tender procedures more attractive for innovative start-ups; by acting as 
launch customer; and by continuing to invest in knowledge development and 
collaboration between research institutes and the business community. 

Sharper focus in research and innovation agenda 

A more effective knowledge and innovation policy, with a sharper focus in the Dutch 
Cyber Security Research Agenda (NCSRA), would also help in achieving the goal 
of generating more business activity in the field of IT. In consultation with the 
business community and research institutes, the government should make more 
specific choices with respect to the knowledge areas in which the Dutch research 
institutes should take the lead – and then market the knowledge that is generated.  

 

Given the knowledge that exists in the Netherlands with regard to post-quantum 
cryptography and the importance of guaranteeing maximum security for state 
secrets and the commercial secrets of vital suppliers, research into the further 
development and implementation of strong forms of encryption should obviously be 
encouraged. 
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It is also important for the Netherlands – and Europe – to continue promoting 
research for the further development and use of machine learning, distributed 
systems and safer hardware, products and communication protocols. 

Influence of guidelines and standards 

Given the enormous influence of international guidelines and standards for 
technologies on the general level of resilience, it is important for the Dutch 
government – or better yet, the EU – to participate in their drafting in international 
forums. One of the aims should be to ensure that they adequately reflect important 
European values such as privacy and autonomy. 

The government as role model  

As an important customer of digital products and services and a major service 
provider, the government should set the right example by always employing basic 
security measures such as 2-factor authentication, by using Privacy Enhancing 
Technologies in its services wherever possible, and by insisting that public news 
media attach digital signatures to their reports.  

 

The government and the suppliers of vital services should also take the lead in 
stipulating stricter purchasing conditions for digital products and services. To 
increase market strength, the purchasing conditions should preferably be agreed at 
EU level. 

 

To perform its exemplary role, it would appear that more central direction is 
required within the government, for example by delegating responsibility for central 
government’s cyber resilience to a single ministry. 

Investment in expertise 

Finally, exploiting the opportunities for increasing cyber resilience created by the 
new and existing technologies ultimately depends on the availability of sufficient 
expertise. Public authorities, suppliers of vital services, other enterprises and 
regulators must all possess the necessary capacity and expertise. Because of the 
chronic shortage of experts, greater investment in courses in cyber security is badly 
needed. 
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Appendix 1: Glossary of terms 

This report discusses the following new technologies. 

 

Technology Explanation 

2-factor authentication Method whereby users have to take two steps to prove that 
they are who they say they are. 

5G networks The fifth generation of wireless or mobile systems. They can 
transmit data in larger quantities and with less delay, for 
example. This can improve the functionality of many digital 
applications. 

Automatic response systems Systems that respond independently to incidents. 

Behavioural analytics A method of analysing the behaviour of users in digital 
systems, for example to identify unusual behaviour. 

Biometric identification A form of identification, which is often used for access 
control, based on a person’s biological features, such as a 
fingerprint or iris. 

Botnet A network consisting of a large number of digital devices 
that can be operated simultaneously by a single actor, 
usually with the aim of causing damage without the owners 
or the devices being aware of it. 

Cloud technology Services provided by software companies whereby users 
make use of the supplier’s systems. 

Deepfakes  Visual material that has been manipulated by machine 
learning software in such a way that it can barely be 
distinguished from authentic. 

Deep learning Form of machine learning based on neural networks – 
inspired by the biology of our brain – and which combines 
various layers of information. 

Desktop-as-a-service  A service that simulates and provides practically the entire 
user experience of a traditional desktop computer in the 
form of a cloud service. 

Encryption; homomorphic 
encryption 

Digital encryption; with homomorphic encryption users can 
process encrypted data without having to decrypt them.  

Distributed systems  A coherent network of independent computer systems that 
performs functions for the user as a coherent system, 
without any central point of control  

Harvest and decrypt strategy A decryption strategy that is based on the assumption that in 
the (near) future it will be possible to crack encryption 
methods that are in common use at present. To that end, 
encrypted data are being collected now. 
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IMSI-catching A method by which an attacker can intercept communication 
on a mobile telephone/communication network. 

Interference The interaction or counteraction of different waves at the 
same time and location. 

Internet of Things (IoT) The sum of the devices connected to the internet. 

IP protocol A network protocol which enables computers in a network to 
communicate with one another. 

Lawful interception  Statutory rule that permits telecommunication to be tapped. 

LiFi  Data transmission technology based on rapidly flickering 
LED light. 

Quantum computer Computer whose computing power is derived from the 
properties of quantum physics. 

Quantum communication Data transmission technology based on quantum physics. 

Quantum computing The exploitation of the computing power of a quantum 
computer. 

Machine learning Algorithms with a certain learning capacity. Generally based 
on the comparison of data with a dataset or learned 
patterns. The technology relies heavily on statistics. 

multifactor-authentication Method of authentication that combines different methods to 
establish authenticity. 

Named Data Networking (NDN) Network protocol that takes the security of data as its point 
of departure. 

network slicing The possibility that 5G offers to separate data streams. 

NIST competition In this report, this term refers to a competition to develop, 
evaluate and standardise one or more quantum-proof 
cryptographic algorithms. 

post-quantum cryptography An encryption method that is strong enough to withstand the 
computing power of a quantum computer. 

Open data standards and software Public standards for databases and software with public 
source code, which, depending on the degree of openness, 
can be used, processed and disseminated by everyone. 

Privacy Enhancing Technologies 
(PETs) 

Technologies that enhance the user’s privacy, for example 
through the use of a strong form of encryption and by 
minimising the collection of data. 

secure multi-party computation Computing method that enables multiple parties to share 
information with each other, without the data being traceable 
to a specific party. 

Single Point of Failure  The risk that arises when one or more crucial functions of a 
process are delegated to a single party with the result that a 
malfunction at that party leads to disruption of the entire 
process.  

superposition  The quantum mechanical phenomenon that a system can 
be in two different positions at once. 
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vendor lock-in A situation where a user is so dependent on a single 
supplier that the costs of switching to another supplier have 
become prohibitive. 

wearables Mobile digital gadgets that are worn on the body. 
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