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Foreword 

With augmented reality (AR) we are constructing a new environment, which is partly 
physical and partly virtual. We create digital versions of our streets, our living rooms 
and our bodies and add them to reality as virtual ‘layers’. This enables us to virtually 
place furniture in our homes with a mobile phone, for example. The rise of this form 
of immersive technology heralds a new phase in the digital society. A phase in 
which the digital domain is no longer linked to a monitor, a mouse and a keyboard, 
but becomes an integral part of our perception of reality. 
 
It reminds me of Lewis Carroll’s famous story ‘Alice through the Looking Glass’, in 
which Alice climbs through a mirror and enters a new world. This world appears to 
be very similar to our own world, but turns out to be quite different. In the world 
through the looking glass, one can speak to chess pieces or flowers and adopt a 
new identity. The precise set of rules and behaviour that apply in this mirror world 
however are not entirely clear. As in Alice’s mirror world, AR immerses us in a new 
environment – a world which seems familiar but is also somewhat different. In 
contrast to Alice’s mirror world, this world has direct links to and consequences for 
our everyday environment. Can we really distinguish what is real from what is fake 
in this hybrid physical-virtual world? What impact does AR have on the design of 
our public space? And how can we ensure that immersive technology enriches our 
world rather than impoverishing it? 
 
This report addresses such questions on the basis of desk research, in-depth 
interviews and artistic design-based research. Because our questions concern the 
future, imagination occupies a prominent place in this study. Together with our 
artist-in-residence, we created a number of scenarios and devised a game to 
spotlight the societal issues that are raised by AR. We observe that there is 
scarcely any public debate about our physical-virtual world. At present, the 
development of AR lies mainly in the hands of large technology companies. They 
design this mirror world according to their own commercial interests. However, 
there is a lot at stake with AR: it profoundly influences our perception of reality. It is 
therefore time for a broad public debate about AR in society. It is important for us all 
to think about the rules and social etiquette for a digitally augmented world. To 
initiate a wider debate, we present eleven rules for design of a responsible and 
liveable digitally augmented world. 
 
This study falls under our research theme ‘Digital society’. Under that heading we 
investigate new, immersive technologies that are changing how we interact with 
each other in the digital world: technologies in which we become submerged. Along 
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this thematic line we also published a study on virtual reality (VR) entitled 
Responsible VR: Protect consumers in virtual reality and a study on voice 
technology. 

Melanie Peters 
Director, Rathenau Instituut 
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Summary 

Our senses enable us to hear, see, feel and smell the physical reality that 
surrounds us. Augmented reality (AR) places digital layers over that physical reality 
to create ‘hybrid’ worlds, which are simultaneously physical and virtual. These 
hybrid worlds can be experienced with smartphones, headsets or smart glasses. 
They are operated not with a keyboard or a mouse, but through touch screens, 
voice, and by tracking the physical movements of our bodies and faces. In these 
worlds, gamers can hunt virtual monsters on the street, artists can install virtual 
works of art in the city and soldiers can receive tactical information directly in a 
combat situation.  
 
In the last few years AR has become big business. Developments in the industry 
have led to innovations in a variety of sectors, including security, health care, 
architecture, marketing, education and training. By means of digital simulations, AR 
helps users to redesign work processes or to collaborate remotely. There are also 
successful consumer applications of AR, for example games such as Pokémon GO 
and social-media applications like Snapchat and TikTok (which use AR-filters). In 
the Netherlands alone, there are millions of users of these apps. Large American 
and Chinese technology companies including Google, Microsoft, Huawei and 
Bytedance employ thousands of people in their AR/VR activities and apply for 
thousands of patents for these technologies every year. A number of the largest 
internet technology companies are now developing their own AR-sets. In other 
words, such companies see AR as an important component of their future business 
model. 
 
AR can be seen as a new phase in the information society, whereby the virtual 
domain spills over into the physical domain. AR changes how we see, hear and feel 
our environment – and consequently also how we can think about it and how we 
can act in it. The technology modifies our perception of reality. Users of AR no 
longer regard the online world as a separate domain, accessible via a laptop or a 
personal computer. With AR glasses, they look at the world ‘through the net’, as it 
were. At the same time, they experience the digital elements of that world in a 
three-dimensional and immersive manner. Users can control AR intuitively, for 
example through speech or with a wink or a hand gesture. The result is a blending 
of the physical and the virtual in the user’s experience. 
 
Precisely because of the direct link between AR and the physical world, the 
technology also raises societal issues. In the first place, a lot of personal data is 
required to produce an AR environment. That raises issues of privacy, for example 
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in relation to the protection of personal data, data ownership and data security. 
Secondly, AR raises questions about the manipulation of perceptions and 
behaviour, since producers of AR applications are able to use devices and 
applications to manipulate what users see, hear and feel. Thirdly, the technology 
raises issues in relation to spatial planning. For example, is it a good idea to allow 
young people to search for virtual monsters close to busy roads, near railway lines, 
or at sacred sites? Is it permissible to place a virtual copy of the Chinese Wall 
beside the Dutch parliament?  
 
The question we ask in this report is therefore:  
 
How can AR be developed and applied in a socially responsible manner? 
 
To answer that question, we explore how the technology works, which societal and 
ethical issues the technology raises and which role the government in particular can 
play in embedding AR in society in a socially responsible manner. We apply various 
research methods for our study. We sketch the current situation with AR in the 
Netherlands on the basis of interviews with designers, users and other 
stakeholders. In the process, we consider its use in professional practice (in 
neurosurgery, construction and logistics, for instance) and in entertainment 
applications. Our review of societal issues is derived from an analysis of relevant 
scientific literature. And because this study looks to the future, we also leave room 
for artistic imagination.  
 
How does AR work? 
AR can be seen as a new type of environment which differs fundamentally from 
both the physical and the virtual environment. The specific feature of AR is that the 
physical and virtual environments blend into one another to create a hybrid 
physical-virtual environment. Users can experience that environment with a range 
of AR systems. These systems do two things. First, they create a hybrid 
environment by creating virtual elements and linking them to specific physical 
locations, objects or people. For instance, a face filter on Snapchat produces a 
mask of an animal that is directly linked to a real time, digital image of a person’s 
face. Second, AR systems function as an interface between the user and the hybrid 
environment, which means that the user can observe the hybrid environment by 
means of screens, audio devices or haptic equipment and can perform actions 
within it.  
 
A wide variety of digital technologies are used in this process: biosensors, cameras, 
powerful processors, artificial intelligence, digital platforms and robotics. These 
technologies are used to collect, analyse and apply data about the user and his or 
her environment. In this way, the user is continuously monitored by an AR system. 
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The data that are generated are linked to pre-programmed information or 
information that the system finds in other databases, in profiles or on the internet. 
The virtual elements of the hybrid environment are constantly adapted to the user’s 
changing circumstances, so that he or she can experience the AR world as 
‘natural’. 
 
Eleven design rules for a hybrid world 
At present there is scarcely any public debate about the hybrid world: how it should 
look and who should be involved in designing it. The development of AR technology 
is currently dominated by – mainly large – commercial technology companies. They 
design the hybrid world to serve their own, private interests. However, there is a lot 
at stake with AR: not only our perception of reality, but also the design of the 
physical environment – also for those who do not use AR. From the perspective of 
the public interest, it is irresponsible to leave the necessary decisions entirely to the 
market. It is high time for a broad political and public debate about the embedding 
of AR in society.  
 
To initiate such a debate, this report formulates eleven design rules for socially 
responsible AR. These rules are inspired by the societal and ethical issues that we 
see emerging in relation to the use of AR. On the basis of our research, we 
distinguish between three types of issues: data issues, perception-control or 
manipulation issues and spatial planning issues. Below, we mention a number of 
specific societal and ethical issues in each of those categories, accompanied by a 
number of design rules and actions the government should take in relation to them. 
The recommended actions are printed in italics. 
 
The first design rule transcends the individual issues and emphasises the 
importance of collaboration between all stakeholders in aiming for responsible AR: 
companies, citizens, knowledge institutes and civil-society organisations. The 
government should be at the forefront of the search for a liveable hybrid world.  
 
Design rule 1. Make a joint effort to create responsible AR 
 
Data issues, design rules and required actions 
AR systems use personal data. This means that they gather information about the 
location of the AR user, but also about that person’s physical movements, gestures, 
facial features and behaviour. AR systems also register a variety of data about the 
environment, not only the location and characteristics of objects, but also data 
about other AR-users, and even non-users. This is often intimate information from 
which unique individuals can be identified. The use of AR devices, for example 
smart glasses with cameras, can therefore threaten the anonymity of people in 
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public and private spaces. Moreover, applications can share the assembled data 
with third parties without the user’s knowledge.  
 
Besides privacy issues, AR also raises various ownership issues. AR applications 
can lead to infringements of property rights, or to destruction of private or public 
property by encouraging people to go to locations that they would not otherwise 
visit. It is also possible to digitally modify physical property with AR, which raises 
the question whether virtual spray painting, for example of another person’s house 
or a public building, is permissible. Another question is whether users have 
exclusive rights to their own observation or movement profile. Data about facial and 
eye movements can provide insights into what users observe. These data are 
useful for AR companies in helping them to create hybrid worlds, but they are also 
lucrative, because the data can be used to profile and influence users for 
commercial purposes.  
 
These data issues call for sharper definitions and explicit legal frameworks. How 
should ownership be defined and regulated in a hybrid environment? Should 
companies be allowed to process users’ biometric and other ‘intimate’ data, and if 
so, how?  
 
These questions lead to the three following design rules and required actions: 
 
Design rule 2. Guarantee the privacy of AR users 
 
Design rule 3. Guarantee the anonymity and privacy of non-users 
 
Required action: Until rules have been adopted by the European Commission, the 
Dutch government should impose a moratorium on the use of AR applications in the 
public space by which citizens can be identified through biometrics. 
 
Design rule 4. Clarify issues of both physical and virtual ownership in the 
hybrid world 
 
Required action: The Ministry of Justice and Security should clarify the legal 
frameworks concerning ownership of virtual objects, particularly in relation to the 
ownership of humans, including their body. 
 
Manipulation issues, design rules and required actions 
An AR device can be seen as a digital prosthesis that digitally modifies our 
perception of reality. In doing so it influences what we see, hear and feel, and 
possibly also what we think and do. AR can therefore affect the physical and mental 
well-being of its users. The technology is developing rapidly and provides 
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increasingly powerful immersive experiences, making it more and more difficult for 
users to make the distinction between virtual and physical, and between fake and 
real. Accordingly, parties that develop AR-systems, -platforms or -content are able 
to determine what a user experiences in steadily more profound ways. This can be 
useful, in the context of therapies or learning for example, but can also weaken the 
information position of citizens or even lead to deception. 
 
AR can increase people’s cognitive capacities in many ways. On the work floor the 
technology can be used to quickly teach employees new skills. However, there is 
also a potential downside. If AR technology determines precisely when an 
employee has to perform a particular action, human labour could also be degraded 
to robotic work. In the entertainment domain, apps such as Snapchat can provide 
enjoyment, but they also encourage users to create an ideal digital image of 
themselves. There are therefore concerns that frequent use of AR not only creates 
the risk of addiction, but can also distort a person’s self-image or even lead to forms 
of body dysmorphic disorder (BDD). 
 
In view of these manipulation issues, there is a need for more scientific reflection 
and public debate on the social significance of AR as a technology that stands 
between us and reality. 
 
Those issues lead to the following four design rules and necessary actions: 
 
Design rule 5. Protect the mental and physical health of AR users 
 
Necessary action: The Ministry of Health, Welfare and Sport should promote 
research and public debate on the health effects of AR. The Ministry of Education, 
Culture and Science should ensure that attitudes towards AR are covered in the 
policy on digital literacy. 
 
Design rule 6. Strengthen human capacities in a fair and dignified manner 
 
Design rule 7. Protect people’s cognitive autonomy  
 
Necessary action: The government should promote research and debate on social 
standards and values (social etiquette) in the hybrid world. 
 
Design rule 8. Ensure fair power relations in the hybrid world 
 
Required action: The Ministry of Economic Affairs should clarify how the 
government will guarantee fair relations between companies and between 
companies and AR users in the AR domain. 



 10 

 
Spatial planning issues, design rules and required actions 
Because AR links the digital world directly to the physical environment, it also raises 
issues in relation to spatial planning. AR offers possibilities to digitally redesign the 
physical environment. That has consequences not only in the hybrid environment 
as experienced by the user, but also in the physical space and for others present in 
it. For example, the introduction of Pokémon GO created a situation in which 
thousands of players of the game were drawn to seaside resort Kijkduin in The 
Hague, where they caused various forms of nuisance for local residents and 
damage to the nature.  
 
The digital world with its cookies and trackers is now penetrating into spaces and 
physical environments that used to be entirely analogue. The digital domain is 
‘colonising’ the physical world, as it were, which can lead to further 
commercialisation – also of public spaces such as nature reserves, beaches or 
town squares. This could impair the public character and communal nature of those 
locations.  
 
Because AR has far-reaching consequences for the use of our physical space, it is 
important for the government to explore how the hybrid world can be designed in a 
socially responsible manner and what rules are needed to accomplish that.  
 
These issues lead to the following three design rules and necessary actions: 
 
Design rule 9. Give citizens control over their physical-virtual identity 
Necessary action: The Ministry of Justice and Security should clarify what the right 
to physical integrity means in the context of AR. 
 
Design rule 10. Create public spaces in the hybrid world 
Necessary action: The government should investigate how the public character of 
the hybrid public space can be guaranteed in the long term. 
 
Design rule 11. Design the hybrid environment in a socially responsible 
manner 
 
Necessary action: The government should explore how the hybrid environment 
can be designed in a socially responsible manner. 
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1 Blending the physical and the 
virtual 

1.1 Introduction 

We experience physical reality with our senses. We see the blue sky, hear the sea 
and feel the wind in our hair. With augmented reality (AR), virtual elements can be 
added to that reality. This creates a ‘hybrid reality’, which has both physical and 
virtual elements. With smartphones, AR headsets or smart glasses, AR users can 
experience this digitally modified reality and perform actions in it. This makes it 
possible, for example, to hunt for virtual monsters at the railway station, to provide 
soldiers with tactical information in combat situations, to place a virtual face mask 
on a person’s face or to design machines (see figure 1.1). This way, AR systems 
can digitally influence people’s cognitive and sensory capacities in many ways. 
 

 
 
Figure 1.1 Use of AR by engineers 

Source: Microsoft 
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Although AR technology is still evolving, AR is certainly not science fiction any 
longer. The first professional AR applications were introduced in the early 1990s by 
the American air force (Rosenberg 1992) and at plane manufacturer Boeing 
(Caudell & Mizell 1992). Nowadays, armies around the world use AR headsets for 
digital simulations, training and remote collaboration, for example. The American 
army has already ordered more than a hundred thousand units of the HoloLens, the 
AR headset that Microsoft launched in 2016 (Brustein 2018). In the last decade, the 
use of headsets and smart glasses has also taken off in other professions. 
Surgeons experiment with visualisations in AR, architecture firms use AR systems 
to create three-dimensional designs of buildings, and operators of distribution 
centres hope that headsets with AR-instructions will enable their employees to work 
more efficiently. 

There are also numerous AR applications for consumers. Many will recall Google 
Glass. The bèta version of these smart glasses was launched in 2014, but the 
product was taken off the market again in 2015 because of privacy objections. 
Pokémon GO, a game app for the mobile telephone, was more successful. In 2016, 
the game broke all download records when it was downloaded 50 million times 
within nineteen days (Nelson 2016). Pokémon GO uses AR and GPS to position 
virtual creatures, called Pokémon, in the public space. Players can find and catch 
these creatures with the camera on their smartphone. Well-known social-media 
applications such as Instagram (5.6 million users in the Netherlands), Snapchat (2.7 
million users) and TikTok (400,000 users) also have AR options with which photos 
and films can be modified with virtual layers in real time (Oosterveer 2020). Another 
example is the popular app IKEA Place, with which users can arrange virtual 
furniture in their home on a tablet or smartphone. Finally, smart earbuds are 
another popular application of AR. One refers in that context to augmented hearing, 
because the earbuds can suppress or amplify sounds in the environment or add 
other audio signals – such as music – to them. 

AR developers promise us exciting new experiences and numerous possibilities to 
design and experience our home, our street and our office in a novel way. The rise 
of the technology also raises ethical and societal issues. For example, how do we 
feel about companies using AR games to tempt (often young) players to buy their 
products? What do we think of the fact that AR applications with their smart 
cameras can recognise and register the faces and the behaviour of unsuspecting 
passers-by? And what is done with all the intimate data that is collected about users 
and non-users? 
 
In this chapter we start off by giving a definition of AR. On the basis of this 
definition, we argue that the technology heralds a new phase in the information 
society, a phase in which the digital domain is colonising our physical environment 
and digital technology can change what we see, hear and feel. We then discuss the 
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conceptual framework we developed to explore the social significance of AR. 
Finally, we present the research questions that we address in this report and 
describe the structure of the report. 

1.2 AR as hybrid physical-virtual environment 

AR is best understood as a new type of environment that is fundamentally different 
from both the physical and the virtual environment. We experience the physical 
environment directly with our senses, without digital tools. The physical 
environment is determined by a particular place and it changes over time. Social 
standards and rules apply in the physical environment. There are specific rules of 
behaviour in a theatre, just as there are on the village square.  
 
In contrast to the physical environment, there is the entirely computer-generated 
virtual environment. The virtual environment is created with digital technology and 
can only be experienced with digital technology. Experiencing that environment 
requires the use of a special system – a virtual reality system (or VR system) – 
which submerges the user in a simulated, virtual environment. Virtual reality is 
largely separate from the existing physical context and also has a different social 
context. Because the virtual reality is entirely digitised, Munnik (2013, pp. 342-344). 
describes it as a placeless and contextless reality.  
 
The main feature of AR is that the physical and virtual environments blend together 
to create a new type of hybrid environment, which is both physical and virtual (see 
figure 1.2). In experiencing a hybrid environment, the user is physically or bodily 
present in the environment and is aware of it, but is also able to experience virtual 
elements. Thus, in contrast to the placeless VR, AR is an environment in which 
people are (also) physically present and which is always connected to a particular 
place, time and social context. The physical and social context in which AR is 
applied is therefore a crucial factor in studying the societal and ethical aspects of 
AR. 
 
 



 16 

Figure 1.2 Hybrid physical-virtual environments consist of a combination of 
physical and virtual elements. 

Source: Rathenau Instituut 

AR systems 
AR can only be experienced with AR systems, such as headsets, projectors or 
smart phones. These systems do two things. First, they create a hybrid 
environment on the basis of a variety of data. Second, they function as an interface 
between the user and the hybrid environment, enabling the user to observe the AR 
environment (by means of image, audio and sensors) and to perform actions within 
it.  
 
AR systems create a hybrid environment by producing virtual elements and 
coupling them to specific physical locations, objects or persons. An example is a 
virtual menu linked to the door of a particular restaurant. That information is laid 
over the physical environment. Mann (2013) refers in that context to virtual ‘layers’ 
and argues that AR involves ‘superimposing’ different types of virtual layers over 
the user’s physical environment and thus digitally expanding or ‘augmenting’ it. The 
virtual layers generally add something to the physical or material environment, but 
they can also remove something from it by modifying or hiding components of the 
environment. The result is referred to as diminished reality (see Kunert et al. 2019; 
Kotsios 2015). A software programmer in Silicon Valley, for example, created a 
distasteful AR algorithm with which homeless people could be filtered out of the 
streetscape in San Francisco (Halting Problem 2016).  
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The AR system also enables the user to experience the aforementioned 
algorithmically constructed hybrid environment. There are various devices for this, 
ranging from smartphones and tablets to AR headsets and smart glasses. Media 
scientist Lev Manovich describes AR as a new interface paradigm ‘involving the 
laying of dynamic and context-specific information over the visual field of a user’ 
(2006, p. 222). Bo Brinkman refers to it as a ‘technology for presenting virtual 
objects, which […] are linked to the real world, to an individual’s senses’ (2014, p. 
151). This can involve sight (where it is a visual experience), but also other senses 
such as hearing (an auditive experience) or touch (a haptic experience). 
 
In AR systems a cluster of digital technologies work together: biosensors (such as 
facial and behaviour recognition cameras), powerful processors, artificial 
intelligence (AI), digital platforms, persuasive technology, VR and robotics. These 
technologies are used to collect, analyse and apply data. The AR system 
continuously monitors the user and his or her environment. In the process, 
information about this user and environment is linked to pre-programmed 
information, or information found by the system in other databases and profiles or 
on the internet. On the basis of the analysis of this data, the virtual elements of the 
hybrid environment are continually adapted to the user’s changing circumstances, 
so that he or she can experience a ‘fluid’ hybrid environment. In other words, more 
than anything else an AR system is a digital data machine: a technological system 
that collects, analyses and applies data.  
 
To sum up, we can say that AR systems are digital data machines, which collect, 
analyse and apply data and create a hybrid physical-virtual environment. At the 
same time, they are also interface systems, which give the user sensory access 
to a hybrid environment and allow this person to perform actions in it. The hybrid 
physical-virtual environment constructed by AR is bound to a place, time and 
social context and is made up of physical elements and virtual layers. Many 
virtual layers are visual in nature (they are presented on a screen in the user’s field 
of view), but can also address other senses if they provide audio feedback (via a 
headset, for example) or haptic input (via technology that encourages physical 
contact and so activates the sense of touch). AR systems can digitally alter 
people’s cognitive and sensual capacities in various ways and thus digitally 
modify the perception of reality. 
 

1.3 Digitisation of the perception of the world 

The digitisation of our perception of reality by means of immersive technologies like 
AR, heralds a new phase in the information society. With the rise of PCs in the 
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1970s, the computer assumed an increasingly important role in various domains in 
society, including the home (Bogaard et al. 2008). In the 1990s, the PC became 
part of the global communication network, the World Wide Web. Vast numbers of 
people started using the internet at home. The arrival of laptops, and particularly 
smartphones, made computing mobile and brought it into the public space (Hof et 
al. 2011). More and more new digital devices also started appearing in the public 
space, such as gates that could only be opened with digital passes, smart cars and 
cameras to monitor humans and vehicles. Accordingly, the internet increasingly 
became a network of devices that surrounds us wherever we are. The public space 
became an Internet of Things.  
 
In Check in / check out. The public space as an Internet of Things, this new phase 
in the information society was described with the slogan: ‘We go from being on the 
net to being in the net’ (Hof & Est 2011, p. 16). At that time, the notion of ‘in the net’ 
referred to the trend whereby people were increasingly surrounded by a network of 
computers, both visible and invisible. Those computers made it possible for 
everyone to surf ‘on the net’ and connect with cyberspace wherever and whenever 
they wanted. AR devices contribute to the digitisation of public and private space. 
As a new type of interface, AR, and particularly portable AR glasses, are creating a 
new phenomenon. While we normally look at cyberspace on our smartphones, we 
look through an AR device at a hybrid mix of physical and virtual reality. With AR, 
we not only go into the net, but see, hear and feel through the net.  
 
Consequently, AR glasses digitise the physical world in which we live in a very 
intrusive manner. We argued above that AR technology digitally maps the physical 
world and the human environment. This makes it primarily an intimate (Rathenau 
Instituut 2014b) surveillance technology (Zuboff 2019). Secondly, AR superimposes 
virtual layers onto the physical world, and thus the technology creates a hybrid, 
physical-virtual world. In this way, AR systems are causing a further digital 
colonisation of the world we live in. Thirdly, the technology allows AR users to 
perform actions with and in the hybrid world. In the process, users subject their 
sensory experiences of reality to digital filters. In other words, AR essentially 
involves the digitisation of human perception of the (physical) world.  
 
American and Asian tech giants like Samsung, Huawei, Facebook, Google, 
Microsoft and Magic Leap (which has received major financial injections from 
Google and Alibaba) are currently investing billions in the AR industry. Facebook, 
for example, now has more than 3,000 employees working on AR/VR. Large 
technology companies applied for hundreds of AR-related patents between 2002 
and 2017. Microsoft led the way with no fewer than 745 applications (Ghaffary & 
Molla 2020). In 2019, more than 7,000 inventions relating to AR/VR were patented 
worldwide. In other words, tech companies see AR – and the possibilities that this 
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technology offers for mapping and manipulation of human behaviour and perception 
– as an important element of their future business model. 

1.4 The social significance of AR 

The combination of the rise of numerous professional applications of AR in the 
public and private sectors, the commercial breakthrough of various consumer 
applications and the investments that large tech companies are making in 
developing AR, and the socially radical character of AR, means that there is an 
urgent need to clarify the social significance of AR.  
 
Above, we described AR as a data machine, but also as a machine that influences 
the perception of reality and a machine that shapes hybrid spaces. On that basis, 
we distinguish three types of societal issues: data issues, perception-control or 
manipulation issues and spatial planning issues. We briefly elaborate on those 
issues below. Since AR involves hybrid, physical-virtual environments, we assume 
that it can make a fundamental difference where – in which physical environment – 
AR is used. We therefore make a further distinction between three types of space: 
the public space, the private space and the personal space. 
 
Societal issues 
In the first place, AR raises various data-related issues, such as questions 
concerning the protection of personal data, data ownership and data security. AR is 
a digital information and communication technology and functions as a data 
machine. To build a hybrid environment, AR systems gather a lot of information 
about users and non-users. AR systems store and process the data, and often also 
share them with other systems. The data is used to add virtual layers to the 
physical environment, with the result that the perception of reality is influenced.  
 
That latter aspect gives rise to a second category of issues relating to the 
manipulation of perceptions and behaviour. Producers of AR applications are able 
to control and steer what users see, hear and feel with their applications. In this 
way, AR applications also control and influence what their users know and think 
and how they act (or can act) in the world.  
 
Thirdly, we distinguish issues relating to spatial planning. The use of AR 
applications such as Pokémon GO has an impact on the social and cultural use of 
the physical space and raises questions about the social structure of that space. 
The question here is how the hybrid environment is designed, by whom, and for 
what purpose, but also what consequences the use of AR has for the physical 
environment. Is it a good idea to use a train station as a location for playing a 
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game? Should it be permitted to place a virtual copy of the Chinese Wall beside the 
Dutch parliament buildings? And is a user of AR free to spray virtual graffiti on my 
house or alter the colour of my skin? 
 
The location-specific application of AR 
The precise social significance of AR depends heavily on the space that is 
‘hybridised’, or partially virtualised, by AR. This report considers the impact of AR 
on three types of space: personal, private and public space. These domains can 
overlap and the boundaries between them are not always clear. Nevertheless, it is 
important to distinguish between them in this study because different social 
standards and cultural and legal rules apply in each of them.  
 
People regard their personal space as their territory (Dijk 2014). This means they 
consider themselves to be the owner of that space and wish to have control over it. 
The physical extent of that personal space depends on the context. How far people 
allow others to enter their personal space also depends on their mutual relationship. 
Personal space is therefore not only a physical space, but also a ‘mental’ space: a 
space where people express their emotions and shape their identity (Katell et al. 
2019, p. 298). In the context of the application of AR in the personal space, 
therefore, there are also issues relating to a person’s body and mind, the design of 
our hybrid identity and the control of our data, behaviour or environment by other 
persons or organisations.  
 
Private space is space that is not accessible to everyone, where private life take 
place. Examples are the bedroom or the home, but also a workplace such as an 
office, an operating theatre or a shipyard. Issues that arise in relation to the use of 
AR in private space concern matters such as the automation of human processes 
at work or the invasion of privacy. For example, Google Glass, with its built-in, 
almost invisible camera, caused uproar over privacy in 2013, with the result that 
wearing the smart glasses was banned in various places, for example in some 
cafés. 
 
Finally, public space is a space that is usually open and accessible to everyone 
(VROM Council 2009). Public life takes place to a large extent in the public space, 
which can be managed by the government or by private actors. AR in this domain 
raises issues relating to the design of the public space and friction between different 
sets of rules. The use of the Pokémon GO app in 2016, for example, attracted 
hordes of players to locations such as protected nature areas, graveyards and 
memorial sites including  Hiroshima Peace Park. This caused considerable social 
friction (see chapter 3). 
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1.5 Research questions 

AR is a surveillance technology that can profile users and as such, influence their 
perception. Accordingly, AR symbolises a new phase in the information society, 
whereby the digital domain colonises our physical environment and technology 
changes our perception of reality. It is therefore important to identify the social 
significance of AR in good time and to conduct a debate on the subject. The aim of 
this study is to illuminate the current situation with AR and initiate a discussion of 
how AR can be embedded in society in a socially responsible manner. We make 
recommendations for policymakers, researchers and developers, companies and 
users of AR, and citizens for arriving at socially desirable AR applications. Our 
central question is: 
 
How can AR be developed and applied in a socially responsible manner? 
 
We have broken that general question down into three specific questions:  

1) How does AR work, what is the current situation with respect to the 
development and use of AR, and what are its prospects for the future?  
 

2) Which practical societal and ethical issues arise now or are expected to 
emerge in the coming years in relation to AR? 
 

3) Which conditions should apply for socially responsible applications of AR? 
 
We have employed various methods to answer these questions. In addition to desk 
research and interviews, we use artistic design-based research. The subject matter 
of this study is future-oriented. That leaves room for explicit use of the (artistic) 
imagination. Roos Groothuizen, artist-in-residence at the Rathenau Instituut, was a 
member of the project team. Together with programmer Allan Lyon, she devised 
Mirror Worlds, a game designed to highlight the societal and ethical issues ensuing 
from the use of AR in the public space. Roos Groothuizen also formulated a 
number of visual future scenarios that provide insight into societal and ethical 
issues relating to AR, as well as potential technological and political solutions for 
them. The scenarios are presented in an Intermezzo between chapters 3 and 4. 
 
This report on AR is part of a broader programme of the Rathenau Instituut devoted 
to immersive technologies. That heading covers research into virtual reality, 
augmented reality and voice-based virtual assistants. The study covering VR was 
published earlier under the title Responsible VR: Protect consumers in virtual reality 
(Rathenau Instituut, 2019). The studies build on previous reports published by the 
Rathenau Instituut under its research theme ‘Digital society’ (cf. Rathenau Instituut 
2017b, 2018b). 
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1.6 Reader’s guide 

To understand the social significance of AR, it is essential to properly understand 
how AR systems work. In chapter 2 we describe AR as a digital data machine, a 
system that collects, analyses and processes data. We also explain how AR as an 
interface influences the user’s perception, what AR devices there are to experience 
hybrid worlds, and some scenarios that already exist for the future of AR.  
 
Chapter 3 discusses current uses of AR in the Netherlands, both by professionals 
and consumers. While some of the applications discussed are still being developed, 
others are already on the market. The chapter further highlights the technical, 
societal and ethical issues that arise in practice in relation to AR. We review six 
different uses: AR in neurosurgery, AR in the construction of the Boekelo bridge, 
AR for vision picking in distribution centres, AR for deck marking in the maritime 
sector, and AR in playing the Pokémon GO game in The Hague. The last practice 
we discuss is one we designed ourselves as part of the study. In that example, a 
group of students played the game Mirror Worlds at a public location.  
 
Chapter 4 elaborates on the ethical and societal issues that are mentioned in the 
scientific literature, which in addition to reflecting on the current practice of AR also 
considers issues that could emerge in relation to AR in the coming years. 
 
Chapter 5 sets out the design rules that socially responsible applications of AR 
should meet. The rules are accompanied by recommendations for policymakers, 
researchers, developers, companies and citizens for devising socially responsible 
AR applications. 
 
As already mentioned, we also present a number of illustrated scenarios that 
address the question of how we should deal with AR in the future (Intermezzo). The 
scenarios were developed by Roos Groothuizen, in collaboration with the authors of 
the report, and are explained in the Intermezzo. 
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2 How AR works 

2.1 Introduction  

As mentioned, the issues raised by AR technology fall into three categories, 
respectively concerning data, manipulation and spatial planning. These issues 
relate to the technological features and possibilities of AR systems. For example, 
large volumes of data about the user and his or her environment is required in order 
to create hybrid environments. This is particularly significant in light of the fact that 
other people than the user are also part of such environments. As a result, the 
mass collection and processing of data raises various privacy issues. Furthermore, 
AR-systems enable users to experience a hybrid environment, which means that 
what users hear, see and feel can be digitally manipulated. This leads to questions 
about freedom of choice and mental health. Chapters 3 and 4 discuss the societal 
issues raised by AR in detail. Given their connection with the workings of AR, we 
first explore this aspect in more depth in this chapter. 
 

 
Figure 2.1 AR in the cybernetic loop 

Source: Rathenau Instituut 

An AR system runs on data – much like any other digital system. An AR system is a 
so-called cybernetic data machine, a system that simultaneously collects, analyses 
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and applies data (figure 2.1). The data is used specifically to produce a hybrid, 
physical-virtual environment that can be experienced by users. A cluster of digital 
technologies is employed to accomplish this: sensors, various forms of data 
analysis (including artificial intelligence, or AI), platforms, persuasive technology 
and robotics. These technologies play a key role in the Internet of Things, which 
connects devices and humans. With the help of all these technologies, AR systems 
can produce a continuous interaction between the physical and virtual worlds.  
 
This chapter describes how AR technology works on the basis of the cybernetic 
feedback loop and its three phases. We begin by describing which sensors collect 
which data (phase 1) and how this data is analysed (phase 2, described in section 
2.2). This information is particularly important for identifying data-related issues. We 
then zoom in on the third phase of the cybernetic loop, the application of data 
(section 2.3), where we discuss how AR systems create a hybrid, physical-virtual 
environment and how users can experience this hybrid environment through 
various interfaces. We need this knowledge in order to properly frame issues 
relating to manipulation. Section 2.4 provides an overview of AR devices, each of 
which in its own way enables experiences of the hybrid environment. Next, we 
sketch a number of future scenarios for AR (section 2.5), which could determine the 
further development of AR systems. We conclude with a summary of our main 
findings (section 2.6). 

2.2 Data collection and analysis 

Data collection: types of data and sensors 
AR systems consist of numerous sensors that collect large volumes of data. We 
make a distinction between environmental data, personal data and platform data.  
 
Environmental data have to be gathered to map the physical environment, including 
people and objects, and to properly match virtual layers to it. A wide range of 
sensors are used for this purpose. Many of them are cameras that produce videos 
and photos, and can also perceive depth. Advanced AR headsets such as 
Microsoft’s HoloLens have four cameras that register the environment and enable 
the recognition (in the analytical phase) of the user’s physical movements. They 
also have two infrared cameras to monitor the user’s eye movements. In addition, 
there is a so-called time-of-flight camera, which maps the environment and depth in 
real time by measuring light reflections (Li 2014). Depth can also be measured with 
markers in the physical space, such as QR codes. Light sensors can be used to 
adapt the light intensity in the virtual layers to that of the physical environment.  
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AR systems collect personal data to determine how the user relates to the hybrid 
environment in which he or she moves about. The user’s location is usually 
established with GPS, a system that uses satellites in space to pinpoint the user’s 
location on earth (Wing et al. 2005). GPS is often used in combination with a 
gyroscope, which measures the angle and position of the AR device, and an 
accelerometer, to determine the speed, movement and rotation of the device. If 
necessary, a magnetometer, which serves as a compass, helps with orientation. 
These three types of sensors together constitute the so-called Inertial Measurement 
Unit (IMU) and ensure that digital layers adapt smoothly and imperceptibly to the 
user’s movements (Ahmad et al. 2013). This provides freedom of movement, which 
is also known as ‘six degrees of freedom’ (6DoF). To gather more data about the 
user and position him or her in the hybrid environment, the angle at which the user 
is viewing the environment can also be registered (Jiang 2004). For this purpose, 
both one’s body and the head are monitored, and sometimes also one’s eye 
movements or other facial movements (Renner & Pfeiffer 2017; Kitanovski & 
Izquierdo 2011).  
 
Personal data can also play a role in the operation of AR. In addition to control 
buttons and controllers, AR applications frequently use data about hand gestures, 
facial expressions, hand movements, body motions and speech in order to control 
the hybrid environment (Funk et al. 2017; Chen et al. 2017; Jindal et al. 2018). 
Cameras also play an important role in this respect. For example, some cameras 
focus on the environment to track the user’s hands, while others are concentrated 
on the user’s face to monitor his or her eye movements (in many applications, the 
means by which they are operated).  
 
Finally, AR systems use platform data. If AR technology is connected to the internet 
(via WiFi, for example), information from the web, from the application’s developers 
or from existing databases can be used. These sources may include pre-
programmed data, data about a user’s search history, cookies, a user’s digital data 
(from e-mail accounts or digital diaries, for example) and profiles of other users 
(Rauschnabel 2019; Hautala 2016; McCorskey 2018; Miller et al. 2020). 
 
Data analysis: methods of analysis  
Hardware and software are needed to process data. The hardware mainly consists 
of a CPU, RAM memory, a video card, a memory card and Bluetooth and/or a 
wireless data network (WiFi) with an internet connection (Tripathi et al. 2017). In 
some headsets, such as Microsoft’s HoloLens, this technology is pre-installed on 
the AR device. In contrast, smart glasses such as Google Glass and Focals use a 
smartphone or computer connection (Nayak 2014). The data can be stored, 
combined and analysed on the AR device or in a cloud environment. Environmental 
data and personal data are normally analysed with AI methods, such as machine 
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learning techniques. Examples of such methods include spatial mapping, position 
tracking, image recognition and voice recognition (Chen et al. 2019; Park et al. 
2020).  
 
With spatial mapping, a representation of the physical environment is produced, so 
that it can be combined with virtual elements. Points in the physical environment 
are collected and connected to each other using AI. This enables users of the IKEA 
Place app, for example, to produce a representation of a living room and place 
virtual objects, such as furniture, in this space (Pardes 2017).  
 
Position tracking determines the user’s position in the hybrid environment using 
GPS, IMU and camera data (Shea et al. 2017). Head, eye and hand tracking are 
specific forms of position tracking. With head tracking, the system calculates the 
movements of the user’s head in order to adapt the appearance of virtual objects to 
their field of vision (Jiang 2004). Eye tracking uses data generated by cameras 
directed at the eyes, which can determine what a person is looking at from the 
orientation of their pupils (Meulen et al. 2017). With hand tracking, hand gestures 
are analysed to enable users to perform actions with virtual objects (Ungureanu et 
al. 2020).  
 
Image recognition is sometimes also used to identify visual elements; here, 
methods are used for the automatic recognition of visual patterns. Sensor data, for 
example a photo, is linked to external databases and compared with thousands of 
other photos. An unknown object or person encountered in AR can then be quickly 
identified (Gammeter & Gassmann 2010). 
 
Finally, some AR applications use voice recognition – likely familiar to most reader 
due to the increasing popularity of virtual assistants like Siri, Alexa or Google 
Assistant. Here, speech is recorded using a microphone and converted into text. 
This method is usually employed to operate functions such as a camera or the 
phone-calling function in an AR headset (Statt 2018). 

2.3 Data application: creating and experiencing AR  

AR uses data to create a hybrid physical-virtual environment that can be 
experienced by users. This section describes how hybrid environments are created 
and how users can experience an AR environment. AR can be understood as some 
sort of a digital prosthesis, which expands a person’s cognitive and sensory 
capacities. This process is often referred to as ‘human augmentation’, or in other 
words: the interactive digital expansion of human capacities (cf. Raisamo et al. 
2019). In this section, we describe how AR can augment the cognitive and sensory 
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capacities of users. We conclude the section by explaining how users can become 
immersed in AR. 
 
Virtual layers over the physical world 
All the data that is assembled and analysed serves to produce virtual layers that are 
overlaid onto the physical environment. It is in this third phase of the feedback loop, 
then, that a hybrid environment is created.  
 
Hybrid environments consist of virtual layers that can be fairly simple, but also more 
complex. Information displays are relatively simple digital layers that take the form 
of text, audio, still images or video. In this case, a layer is overlaid onto a 
representation of the physical environment, but not directly linked to it. One might 
think here of text messages, for instance, or the speed indicator that is projected 
onto the windscreen in cars equipped for this purpose. With information overlays, in 
contrast, the layer is linked to points in the physical environment. Consider here a 
virtual menu that appears when an AR app is pointed at a restaurant. With an 
interactive overlay the user can also perform actions with the virtual elements. In 
the AR game The Walking Dead: Our World, for example, players have to kill 
zombies in the street. And in Dynamics 365 Guides, the user can learn how to 
assemble a motorbike with visual instructions.  
 
Besides visual layers, AR can also use audio or touch. In the case of touch, users 
receive haptic feedback which they experience as pressure or vibrations on their 
hands or bodies. Controllers, gloves or suits can be used for this purpose. Haptic 
functionality can enable gamers to ‘touch’ virtual monsters, but also allow people to 
physically connect with each other in a virtual environment (Jeon & Choi 2009).  
 
Sound is produced with a headset, earbuds and speakers, or possibly smart 
glasses with ‘bone conduction’ functionality. In the latter case, vibrations transmitted 
via the skull create a (three-dimensional) audio experience (Ingraham 2013). A user 
of such functionality might for instance be able to hear hybrid monsters growling. 
The term ‘AR audio’ also applies in the case of smart earbuds, which digitally 
amplify or suppress sound from the physical environment or combine it with (virtual) 
sounds such as music. Some smart earbuds can be operated with voice commands 
(O’Kane 2016). The rapid rise of virtual assistants like Google Home illustrates how 
far voice-controlled interaction with machines has advanced. Like haptic feedback, 
audio functionality contributes to the immersivity of the experience: the extent to 
which the user feels immersed in the hybrid space (Eckel 2001).  
 
AR as prosthesis  
AR systems create hybrid environments but also function as an interface between 
the users and those environments. Accordingly, AR can serve as a digital 
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prosthesis. Below, we describe three ways in which the cognitive and sensory 
experience of users can be enriched. In these three cases, AR performs an 
information function, a manipulation function or a communication function, 
respectively.  
 
Information function  
Some AR applications reflect the human need to make the physical environment 
readable or interpretable (Manovich 2006, Bolter et al. 2013, Graham 2017 and 
Uricchio 2019). Virtual layers can provide information about the immediate 
environment. The AR function of the navigation software Google Maps illustrates 
this function quite well (Paymans 2019). The virtual layers in this software consist of 
markings that are laid over a camera image of the environment and so help the 
user navigate it. In professional settings, this function is also used to provide pilots, 
police officers or soldiers with additional information about the environment in their 
field of vision, so that they can better perform their tasks. 
 
Manipulation function 
A second function of AR as an interface is to manipulate reality. This usually 
involves interactive overlays that distort the perception of the environment. Most of 
the examples given in this report (also) serve this function. One may think here of 
apps that create environments in which monsters run through the streets, in which 
non-existent buildings can be seen or in which people’s faces are filtered. Also 
experiments with the projection of holograms of deceased stars during public 
performances (Tsukayama 2012) belong to this category. Here, the technology 
creates a sensory illusion: the senses of the user or spectator are basically ‘fooled’.  
 
Communication function  
Facilitating communication is an AR function of a somewhat different order. In 
recent years, communication functionalities such as microphones, headsets and 
communication platforms have been integrated into AR applications. Such 
functionality enables users to meet with each other in a hybrid environment, to play 
video games together, or to work in teams (for example, designing a building with a 
group of people) (Kelion 2019).  
 
The use of filters also can be seen as a form of communication, since users 
increasingly use AR layers to express their thoughts or feelings, or even to assume 
specific (alternative) identities. This happens among others on platforms like 
Instagram or Snapchat, where people use AR filters to improve their looks or alter 
their appearance. AR thus becomes an important part of the message and identity 
that users wish to convey. This way, the use of real-time filters transforms the 
hybrid AR environment into a new socio-cultural environment in which meaning is 
created and shared.  



 29 

 
The immersivity of AR 
Like VR, AR can trigger a highly immersive experience for users: the feeling that 
they are submerged in the hybrid environment (see also Rathenau Instituut 2019). 
Here we briefly discuss a number of factors that contribute to this immersivity.  
 
The first factor is the multi-sensory character of AR. People’s perception of reality is 
generally also multi-sensory: they hear, smell, taste, see and feel the world and 
experience it as a ‘sensescape’. By modifying the user’s experience of the 
environment, an AR system creates a highly personal sensescape: a sensory 
panorama tailored to the user (cf. Lemley & Volokh 2018). The choice of AR 
functionalities, and specifically which senses they address and how many at the 
same time, determines to a great extent the nature of a user’s experience.  
 
The dynamics of the hybrid environment is another factor that determines the 
immersivity of the user’s experience. With AR, virtual layers constantly adapt to the 
users’ movements: to one’s location, but also changes in one’s posture or line of 
sight. If the layers smoothly follow the physical environment in which they are 
anchored, the hybrid environment appears dynamic. There is a relation here with 
the workings of the data-processing technology: how the technology links the virtual 
layers to objects or locations, and whether those layers are generated in real time 
or are pre-programmed.  
 
Another factor that contributes to the nature of the AR experience is the type of 
information presented to the user: whether it is photographic or graphic, an 
information overlay or an interactive overlay. Highly dynamic versions of AR often 
‘blend’ different sensory layers. In this context, ‘blending’ means that the physical 
and virtual environments merge seamlessly, the result being that the user can 
experience them as a single entity. This feature is crucial for users who want to 
immerse themselves entirely in an AR simulation. However, blending can also 
make it more difficult to distinguish ‘real-life’ from ‘fake’. 

2.4 AR devices 

A wide range of devices is available for presenting hybrid environments. We can 
roughly divide them into four categories or groups: projectors, head-up displays 
(HUDs), hand-held devices (such as smartphones and tablets) and wearables 
(such as smart glasses, headsets and smart earbuds). Table 2.2 gives an overview 
of the four types of AR devices, with a product example in each category.  
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Figure 2.2 Overview of AR devices 

Source: Rathenau Instituut 

Projectors 
If AR environments are created with a projector, the result is generally referred to 
as ‘projection-based AR’ (Cebulla 2013). As this term indicates, an image is 
projected onto an (existing or purpose-built) surface, possibly in combination with 
an audio layer. There are simple as well as more complex versions of projection-
based AR. In the case of simple projections, a single visual layer may be projected 
onto an object, such as scale model of a building, in order to ‘bring it to life’. In more 
complex versions, the visual layer is not static but dynamic and interactive. In order 
to produce such results, one needs both a projector and a camera, in order to 
register depth and movement so that the system can respond to the user’s actions.  
 
With the use of projectors, collective AR experiences become possible: a number of 
people can observe the image and/or sound at the same time. For this reason, they 
are popular at public events such as concerts, plays or art exhibitions. During the 
annual Glow Festival in Eindhoven, for instance, projection-based AR is often used 
to transform buildings and objects into works of art (projection mapping).  
 
Head-up displays 
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Another type of device that can be used to display AR environments is the head-up 
display (sometimes also known as ‘heads-up display’) or HUD (Marín et al. 2016). 
This term is used for an arrangement consisting of a transparent screen in the 
user’s field of vision, and a device, such as a small projector, to display data on that 
surface. The advantage of such a set-up is that the user can receive information 
without having to look away from the image on the transparent screen. This 
explains why HUDs are often integrated into vehicles, where they are used as a 
driver’s aid. An example of this application is the projection of information about 
location, speed or altitude onto the windshields of cars or planes. 
 
Hand-held devices 
The most accessible and currently most popular method of experiencing AR is with 
the help of a hand-held device, such as a smartphone or tablet. The mobile 
telephone has played a major role in the proliferation of AR. The rise of the 
smartphone around 2007 not only led to an increase in the use of the technology, 
but also prompted the development of forms specifically designed for mobile use, 
collectively known as ‘mobile augmented reality’ (Arth et al. 2015).  
 
Modern smartphones contain functionalities for navigation, to make photos and 
videos, to recognise faces, objects and speech. Provided they have access to the 
necessary software, they can also be used for AR applications. AR for the 
smartphone is usually operated with a touchscreen, and sometimes by voice, hand 
gestures or facial movements. Very popular consumer applications for the 
smartphone include social-media apps such as Snapchat (since 2011) and games 
like Wizards Unite (2019).  
 
Wearables 
The last type of device we discuss here is the category of wearables. For AR, we 
can make a distinction between smart glasses and headsets (or head-mounted 
displays, HMDs, which are quite literally placed onto the head rather than onto the 
nose). Smart glasses and headsets are similar to HUDs in the sense that there is 
always a transparent surface that the user can look through and onto which digital 
layers are projected. The most important difference is that with wearables, this 
surface is worn directly on the body. The AR experience always has a visual 
component, but it is often combined with sound (sometimes via integrated earbuds) 
and/or haptic feedback (via a controller or another wearable).  
 
Besides smart glasses, there are also more complex wearables such as the 
HoloLens, produced by Microsoft (2016), and the Magic Leap, manufactured by the 
eponymous company (2018). Both devices can map the environment with the help 
of cameras, thus producing an interactive overlay of (three-dimensional) virtual 
objects that are linked to elements in the physical environment. They can also 
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produce photos and videos and recognise faces and speech, as well as to register 
and save eye, head and hand movements. This combination of functionalities 
enables users to perform actions with virtual objects.1 Such HMDs are currently 
used mainly in the professional sector.  

Smart earbuds 
Smart earbuds are a sub-category of wearables.2 They are also known as 
‘augmented hearing devices’ (or earables), because they modify the perception of 
sound (Martins 2018). Smart earbuds process digital sound such as music, a 
caller’s voice, or sound from a navigation system or virtual assistant. For example, 
they can automatically lower the volume of the music one is playing, if a call is 
coming in. Virtual assistants such as Siri, Alexa or Google Assistant are often 
integrated in earables (as well as in hand-held devices, other wearables and 
loudspeakers) and project AR audio layers over other sounds that enter via the 
earbuds.  
 
Smart earbuds process sound from the user’s physical environment by first 
recording the noise in the environment and converting it into digital signals, and 
then analysing and processing it into modified sound. Signals from the environment 
can also be suppressed. Such noise control can be ‘passive’, if the earbuds are 
designed in such a way as to prevent certain noise from reaching the user’s ear. 
But it can also be ‘active’, meaning that noise reduction or noise cancellation is 
used, in which case the earbuds measure the strength of the noise outside the 
earbud and generate an ‘antiphase soundwave’ to (partially) prevent the noise from 
being heard (Williams et al. 2002).  
 
Finally, noise from the environment can be amplified. This is done by manipulating 
the signal on certain frequencies – for instance, frequencies where much of human 
speech occurs – to make the sound easier to understand. In this way, hearing aids 
can improve users’ ability to hear and distinguish sounds, thus enabling them to 
concentrate on the most important ones. McGreal refers in this context to ‘super 
hearing’ (2018, p. 261). AI, particularly machine learning, plays a key role in this 
process (Nuheara 2019; Baranov 2018). In 2017, Google demonstrated an earbud 
that is capable of translating forty languages by means of AI, almost in real time 
(Gershgorn 2017). 

 
 
1  Because the objects can blend with the environment and the user can also perform actions with them, product 

developers sometimes call this form of AR mixed reality. However, the conceptual distinction with other 
headsets is not very sharp; the term is used mainly for marketing purposes. 

2  Apple is the leader in this market, followed by China’s Xiaomi and South Korea’s Samsung as the second- and 
third-largest producers, respectively (see Poort 2019). 
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2.5 Visions on the future: from AR to augmented 
humans 

There has been intense speculation among journalists and developers in recent 
years about the future development of AR technology. The significance of these 
utopian visions should not be underestimated, because they are often endorsed 
and pursued by large tech companies with the power, both technological and 
economic, to actually shape important elements of those visions. Zuboff speaks in 
this context of ‘applied utopianism’: the practical pursuit of a vision (2019, p. 404). 
In this section we briefly sketch a number of important vistas that are being chased 
with forceful rhetoric and considerable investment of resources.  
 
Convergence of VR and AR 
Although we make a clear distinction between AR and VR in this report (see 
chapter 1), the boundaries between the two types of environment are fluid, and 
there are numerous examples of products in which they are combined. Some 
authors expect that in the future, people will be able to determine for themselves 
which part of their AR experience involves the virtual world and which part the 
physical – and that users will be able to constantly switch between the two worlds 
(e.g., Mann et al. 2018). The latest developments in AR systems confirm this 
impression and suggest that we will more often see this convergence of AR and 
VR. Advanced headsets from Microsoft and Facebook, for example, allow their 
users to decide for themselves which part of their environment involves the virtual 
world and to switch between virtual, hybrid and physical environments. As AR 
systems become more powerful and smaller, we can probably expect an even 
wider range of combinations of the physical and the virtual. 
 
Ubiquitous AR 
Large companies such as Facebook and Snap see the hybrid environment as a 
natural successor to the two-dimensional internet we have today and to 
contemporary social media platforms. The mouse, keyboard and touchscreen, in 
this scenario, will be replaced by a physical-virtual world that can be operated 
intuitively with physical movements and voice. Snap, the company behind 
Snapchat, announced this year that it is developing its own digital platform (Hern 
2020), which would make the camera the centrepiece of interactions between 
humans and machines, whereby AR ‘has tremendous potential to change the way 
we see the world’ (Hern 2020).  Niantic, a spin-off off from Google and a market 
leader in AR with such products as Pokémon GO and Wizards Unite, is building a 
Real World Platform. This is an AR platform on a ‘planetary scale’, where AR 
producers can use the entire world as a gameboard for their own applications (Hu & 
Wu 2019). Meanwhile, Niantic has formed an alliance with a number of major 
telecommunication companies, including Deutsche Telekom, EE, Globe, Orange, 
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SK Telecom, SoftBank, TELUS and Verizon, to promote 5G and to build the mobile 
infrastructure for a permanent, global AR network (Hu & Wu 2020).  
 
Technology producers in particular foresee a future in which users will find 
themselves permanently in a (more or less) hybrid environment. Stephen Lake, the 
CEO of North, the company that produces the Focals smart glasses, claims it is his 
ultimate goal to produce a wearable that users ‘can wear all day, every day’ (Smith 
2019).  
 
The visions of Lake and others can be traced back to ideas about ubiquitous 
computing – a term coined by the American computer scientist Mark Weiser (1991). 
Weiser forecasted that in time, people would be assisted in all of their daily 
activities and needs by information technology. Computers, steadily downsizing and 
therefore becoming more invisible, his expectation was, would become ubiquitous. 
AR is reviving this idea. In 2020, the start-up Mojo Vision announced that it wants to 
offer smart AR contact lenses within three years (Kastrenakes & Carman 2020), 
which would make the technology practically invisible.  
 
Seamless and realistic AR 
Sandor et al. (2015) refer to ‘true AR’ in cases where the user is unable to notice 
the difference between the physical and the virtual environment. Companies are 
actively investing in the development of this sort of ‘lifelike’ simulations of our 
interactions with the world. For example, Facebook is currently engaged in a project 
entitled Codec Avatars, the aim of which is to produce extremely realistic copies of 
humans and their behaviour with 3D sensors and artificial intelligence, in order to 
facilitate virtual meetings that are indistinguishable from physical meetings 
(Facebook 2019a).  
 
According to Poppy Crum (2019), a researcher at Dolby Laboratories,  smart 
earbuds may be used within years as a portal to various biometric data: body 
temperature, heartbeat, brain activity, oxygen levels in the blood, the hormonal 
system, the nervous system and more – a sort of biological equivalent of the USB 
port. Such biometric data could be used for instance to automatically adapt the 
sound intensity of an application to the user’s perceived stress level. Digital sound 
and its intensity would then no longer be distinguishable from analogue sound. 
 
Alex Kipman, the designer of Microsoft’s HoloLens 2, further expects that our hybrid 
AR environment will feel increasingly natural (Kipman 2016). AR developers (e.g., 
Fan et al. 2019; Araiza-Illan et al. 2019) generally place great emphasis on the 
intuitive nature of their applications, particularly for specialised, professional 
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applications.3 The intuitive nature of AR also takes centre stage in reflections on the 
future of the technology. Kipman expects that eventually, users will no longer have 
to think about their interactions with AR at all (see Kehe 2014). Here, a lot is riding 
on the operation of devices, as well as on their capacity to gather large volumes of 
(personal) data and process them in real time. This latter property will allow for 
personalisation: the tailoring of the technology to an individual’s personal needs 
(Schuurman et al. 2007, p. 13), so that the physical and virtual environments can be 
matched seamlessly to each other. 
 
Developments in the field of AR come with the promise that in time, we will be able 
to ‘feel’ one another, by means of applications that use haptic feedback to simulate 
being touched by others. In VR, this type of interaction is already being feigned. 
The documentary I Met You, by the South Korean broadcasting company MBC, 
shows a mother being reunited with her dead daughter in this way (see figure 2.3) 
(Japan Times 2020). 
 

 
 
Figure 2.3 Image from the TV documentary I Met You 

Source: MBC 2020 

Mirror Worlds 
A related, but slightly different, future scenario concerns the existence of a virtual 
mirror world. In 1991, computer scientist David Gelernter published the book Mirror 
Worlds, in which he predicted that digitisation would lead to a digital mirror image of 
reality. This ‘downloadable’ mirror world would allow individuals to visit and explore 
places without moving. Even in 2021, we digitally mirror the world in numerous 
ways: applications like Google Maps already provide a sort of digital mirror of the 
 
 
3  On YouTube there are already numerous demos to show the quality of new applications, for example with the 

use of robots for material processing (https://www.youtube.com/watch?v=4MSIy4TC6zs) or medical 
interventions (https://www.youtube.com/watch?v=o2O38ZMkXXI). 

https://www.youtube.com/watch?v=4MSIy4TC6zs
https://www.youtube.com/watch?v=o2O38ZMkXXI
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world using satellite images, aerial photos, maps, 360º camera images, real-time 
traffic information and virtual objects. Our employers, our governments and we 
personally help to create such a mirror world by sharing data about our bodies, our 
production processes or our public spaces. In this way, we help produce more and 
more ‘digital twins’, or objects that are linked, directly and in real time, to digital 
counterparts. 
 
Kevin Kelly, editor of the technology magazine WIRED, argues that AR headsets 
now make small pieces of this mirror world visible. But ‘piece by piece, these virtual 
fragments are being stitched together to form a shared, persistent place that will 
parallel the real world’ (Kelly 2019). Technology companies are currently 
competing to become the pioneer and market leader in this field. Facebook is 
building an AR cloud called LiveMaps (Facebook 2019b). The application is 
intended to create a true size, three-dimensional copy of the world, which can be 
explored with a mobile phone or an AR headset.  
 
Augmented Humans 
Transhumanists want to enhance the physical and cognitive capabilities of humans 
through nanotechnology, genetic technology and information technology. They 
foresee a deep integration between humans and technology; humans will become 
cyborgs who evolve into ‘post-humans’ via technological upgrades. For 
transhumanists, prostheses, such as glasses, hearing aids and artificial limbs, are 
early indicators of this trend. Portable AR systems are the prostheses of the future, 
which will improve the cognitive and sensory capacities of humans in various ways. 
 
Consequently, AR heralds a new phase for humanity: the era of the Augmented 
Human or Human 2.0. According to Alistair Croll, ‘Human 2.0 … is a person imbued 
with superpowers that let him learn, play and love in new ways. It’s also a society, 
rethinking how to vote, govern, prosecute, cure and comfort’ (Croll 2010). Among 
these superpowers are the ability to speak every language, always knowing the 
quickest way to get somewhere, total recall, and always being able to talk to 
anyone. Through its information, manipulation, and communication functions, AR in 
part realizes this vision. 

2.6 Conclusion 

In this chapter we have explained how AR works. We found that the quality and 
amount of sensors and data that are used to construct hybrid environments is 
expanding all the time. Movements of head, eyes, fingers and arms are constantly 
monitored with advanced cameras in order to build a hybrid environment that is as 
accurate and interactive as possible. These sensors register a lot of environmental 
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data, and in the process they map objects, other users but also non-users, in order 
to incorporate them in the hybrid environment. The data often includes very intimate 
information about users and non-users, which can be used to produce and share 
unique, identifiable data profiles.  
 
By processing this data, an AR system creates a personal sensescape: a sensory 
panorama tailored to the user. This may entail a highly immersive user experience 
– particularly if the simulation contains multi-sensory input, is of high quality and 
contains dynamic and interactive elements. Reasoning from the user’s perspective, 
AR can be understood as a digital prosthesis that may enrich one’s experience of 
reality by supplementing information about the environment, by enabling 
manipulation of this environment at will, and by offering a communication platform.  
 
AR can be experienced with an ever expanding range of devices, including smart 
glasses, headsets and projectors – all of which offer slightly different experiences. 
The rapid developments in these devices is driven in part by utopian visions of the 
technological potential of AR. A number of future scenarios, supported by wealthy 
investors and technology developers, present to us a world in which AR is 
ubiquitous, almost invisible and impossible to distinguish from the real world. In 
such vistas, the hybrid environment is the next step in the evolution of the digital 
world. We are moving from two-dimensional internet and social media that we 
operate with a keyboard, mouse or touchscreen, to a hybrid platform with VR/AR 
technology and biometric control. Work is already being done to make such hybrid 
platforms possible. They are based in part on digital mirroring of the physical reality. 
 
In the next chapter, we shift our attention to the societal impact of AR. Using 
practical examples, we look at the use of AR technology in a variety of social 
contexts. 
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3 AR in practice  

3.1 Introduction 

In this chapter we explore the current state of AR usage. We present six practical 
examples, which are based on interviews. In discussing these examples, we aim to 
give an impression of the application of AR in various domains, specifically in the 
Netherlands. The examples show what AR delivers, and in the process also reveals 
technical or economic constraints, but also social frictions that users and 
developers currently encounter.  
 
In selecting the practices, we have tried to find a balance between applications in 
different markets and different phases of development. The first four practices are 
applications for the professional market, where AR applications are currently 
experimented with and where as a result, a lot of innovation is taking place. 
According to a report by the Dutch branch of the AR/VR Association at the end of 
2019, at least 53 Dutch companies were engaged in developing AR and VR 
products at the time (VRARA 2019). Roughly three-quarters of the companies were 
developing applications for specific (professional) sectors.  
 
We discuss, in this order, the use of AR in neurosurgery, in the construction of a 
bridge, in the marking of ship decks and in supporting the work that is carried out in 
distribution centres. The last two examples we deal with are applications for the 
entertainment sector, where AR applications have reached a wide audience via 
mobile phone applications. The fifth example concerns the well-known AR game 
Pokémon GO, which caused considerable uproar when it was played by large 
crowds of people in The Hague. The application in the sixth example is Mirror 
Worlds – the game devised by artist Roos Groothuizen for the Rathenau Instituut. 
We discuss a test of the game carried out by a group of students at Central Station 
in The Hague. 
 
In selecting these practices, we have considered the types of AR systems that are 
used in each case, the type of application involved and the phase of development 
of this system of application. The applications covered are intended for use on 
complex headsets (AR in neurosurgery, bridge building and deck marking), simple 
headsets (distribution centres) and mobile devices (Pokémon GO, Mirror Worlds, 
both of which can be played on a smartphone). Some of the applications reviewed 
here are still in the phase of research, development or demonstration (AR in 
neurosurgery and bridge building). Others have already proved their market value 
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or can be regarded as technically feasible and profitable products (AR in deck 
marking and distribution centres). As regards the professional applications that are 
still in the experimental phase, it can be expected that if there is sufficient interest, 
they will be further developed and marketed on a larger scale. 
 
Mirror Worlds differs from the other applications discussed, in that it was not 
designed for a commercial purpose. In this case, furthermore, the experimental 
nature of the game was part of its concept – not a stage in its development. Mirror 
Worlds was designed to assess observations that were made in the course of this 
study in an artistic manner, and as such, to provide new insights into the 
phenomenon of AR. For this reason, the discussion of the attendant practice takes 
a different form than in the other cases. Here also, we review the experiences of 
users, but in addition, we also reflect on the role of the app’s development within 
the context of our research.4  

In this chapter we devote attention to the benefits users derive from AR, but also to 
the technical constraints that developers face and to the societal issues raised by 
the practical application of AR. As mentioned in chapter 1, we focus here on three 
types of societal issue: data issues, manipulation issues and spatial planning 
issues. In the concluding section, we summarise the various technical challenges 
and societal issues. 

3.2 AR in neurosurgery 

The health care sector is experimenting with AR in various ways. The technology is 
used here to communicate with patients in new ways, but also for training purposes 
and in diagnostic practice. In order to gain a better understanding of the potential 
uses of AR in health care, we spoke to neurosurgeon Tristan van Doormaal of the 
University Medical Centre Utrecht (UMCU) and software developer Tom Mensink.5  
 
Clarifying a medical problem  
Since the 1970s, doctors have been using CT scans and MRI scans to map the 
brains of patients. Such machines produce a series of black-and-white images of 
two-dimensional cross-sections of the brain. Understanding and analysing those 
images requires training. Neurosurgeon Tristan van Doormaal says that in using 
such scans, he was unable to properly explain to others what exactly what the issue 

 
 
4  See also the interview with Roos Groothuizen and Dhoya Snijdes about the added value of artistic-design 

research on our website: https://www.rathenau.nl/nl/digitale-samenleving/kunst-en-wetenschap-onderzoeken-
samen-urgente-vragen 

5  Interview with Van Doormaal conducted on 9 October 2019, by video connection; interview with Mensink 
conducted on 23 October 2019, in Utrecht. A follow-up of these conversation took place on 21 September 
2020. 

https://www.rathenau.nl/nl/digitale-samenleving/kunst-en-wetenschap-onderzoeken-samen-urgente-vragen
https://www.rathenau.nl/nl/digitale-samenleving/kunst-en-wetenschap-onderzoeken-samen-urgente-vragen
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with a brain was, and what its three-dimensional image represented. ‘I couldn’t 
explain it to patients’, he notes, ‘but not to young surgeons either.’ 
 
The experience prompted him to start experimenting with AR, because with AR, it is 
possible to generate a hologram on the basis of data from a CT or MRI scan. A 
doctor can then study and discuss the hologram with a patient, with the help of AR 
headsets. Surgeons, assistants, students and patients all benefit from this, because 
it can deepen their understanding of a medical problem. AR can help, for instance, 
in visualising a planned operation. But the technology can also be used as a 
training instrument. At UMC Utrecht, Van Doormaal is working on a training set with 
holograms of real patients, which illustrate diseases that occur in medical practice.  
 
Help during operations 
AR can also be useful during the actual performance of an operation. A hologram is 
a fairly precise, virtual copy of a patient’s brain. If a hologram is projected onto the 
patient’s head during an operation, the surgeon can see dangerous structures and 
zones in the area he or she is operating on.  
 
AR is a form of ‘intra-operative imaging technology’. ‘Intra-operative’ means that a 
second scan of the brain is made even before the patient leaves the operating 
theatre. The head is temporarily closed and the patient goes through the MRI 
scanner again. On the basis of the new scan, the surgeon can determine whether a 
tumour has been removed entirely. ‘If we see that a part of a tumour remains’, says 
Van Doormaal, ‘we can make a new hologram in five minutes’. He hopes that AR 
will shorten the time operation takes and increases the chances of a successful 
operation. 
 
Technical challenges 
Although the technology is developing rapidly and many problems have already 
been resolved, users still face technical challenges in experimenting with AR as a 
surgical aid. A persistent problem is the battery life of the headset that Van 
Doormaal uses, which is shorter than the duration of most operations. At the time 
the experiments began, the greatest technical challenge was producing a hologram. 
This required a lot of preparation, including a great deal of sketching. A pipeline has 
now been developed for automatically converting a scan into a hologram. 
Moreover, it is now possible for users – thanks to a European research subsidy 
(Eurostars Grant) – to immediately identify, with the help of artificial intelligence, 
structures that might suggest a tumour in the brain on the hologram. Another 
challenge was that the HoloLens 1, the type of headset that Van Doormaal initially 
used, produced a very narrow field of vision for the user. With the HoloLens 2, 
however, the user’s field of view has already widened considerably. 
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Because the patient’s head is entirely steady during a brain operation, neurosurgery 
makes logical starting point for the application of AR in surgical practice. But 
operations of this type usually involve a team of surgeons and assistants. And in 
practice, it is quite a challenge to ensure that a hologram (the virtual object) and the 
head onto which the hologram is projected (the physical object) remain perfectly 
aligned for the person who is operating – also while a surgical action is being 
performed. Moreover, the other members of the operating team must be able to 
observe the surgeon’s movements during the procedure, each from their own 
perspective. 
 
Even if it is possible to rarther precisely project a hologram onto the location of a 
brain, Van Doormaal points out, this can create problems. ‘Let’s say a blood vessel 
starts bleeding. Then there is something projected over it that may need to be 
removed before you can deal with the bleeding.’ For this reason, his team has now 
patented a technology for projecting a hologram slightly above the patient’s head so 
that the projection does not obstruct the operation itself and the hologram works as 
a sort of crib sheet.  
 
Requirements and procedures 
In order for a new medical technology to be widely used, various quality standards 
and formal safety rules need to be observed. Developing AR for health care is 
therefore a lengthy process. Moreover, the buying of hardware is a major 
investment for hospitals. New products or technologies have to fit in with the 
existing working methods, and they cannot be adopted unless repeated studies 
must have yielded positive results. 
 
Finally, medical equipment must also be safe. Every device that is introduced in the 
operating theatre must have CE certification. Equipment needs to meet the safety 
requirements laid down in the European Union’s Medical Device Regulation (MDR). 
The team that was involved in developing the use of AR at the UMC Utrecht is 
currently following this procedure and hopes to soon have a first approved product.  
 
Data and privacy concerns 
When digital medical imaging technologies are used, various intimate data of 
patients are collected and processed. It is therefore imperative that the 
management of their data and the protection of their privacy is considered. There 
are specific security requirements for the storage of health-related data. Hospitals 
also have their own rules for access to and handling of data. But devices such as 
the HoloLens do not yet have the status of medical equipment, which raises the 
question of whether the data they collect are properly managed. How are the rights 
of patients safeguarded when digital medical devices such as the HoloLens are 
used? 
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Van Doormaal informs patients in advance of the use of the AR images and 
requests their consent for use. Among others, he informs them that he will use the 
images for training purposes. In practice, he only uses them in the context of his 
own hospital. Privacy legislation such as the GDPR does not allow him to share the 
data with other care institutions.   
 
The holograms are currently stored in the Azure Cloud, a service provided by 
Microsoft (the company that also developed the HoloLens). This is the same cloud 
where hospitals store other patient data. For this purpose, he uses a self-built and 
certified secure environment. Access to this environment is controlled by iris 
recognition. The parties involved regard this is a ‘revolutionary’ form of security, 
which should also make it possible for hospitals to exchange data in the future. 
‘Data that is stored locally,’ Tom Mensink explains, ‘are rendered unreadable by 
third parties with modern encryption techniques.’ Despite such precautions, anyone 
using a commercial cloud service is dependent on a large technology company. 
Such companies are generally also interested in medical data, as they can sell 
them. From the perspective of privacy, therefore, it is necessary to constantly 
monitor the terms of use of their services. 

3.3 AR in the building of the Boekelo bridge  

Aside from being used for medical purposes, AR also supports various production 
processes. To illustrate this, we discuss an example from the construction sector: 
the building of the Boekelo bridge in Hengelo. To learn about this project, we spoke 
to Dura Vermeer’s project manager, who was responsible for building the bridge.6  
 
Clarifying the building process  
Construction makes use of design drawings. These are three-dimensional 
drawings: they have a height, breadth and depth. Working in 3D is necessary 
because complex building works have parts that cannot be properly represented on 
a flat surface. The Boekelo bridge, for example, has various curves that would 
otherwise not be clearly shown. But in order to use drawings on a building site, they 
need to be printed, which is currently only possible in 2D. This makes it difficult for 
the people who are building the bridge to envisage the final result and the steps that 
have to be taken in order to reach it.  
 
Here also, AR seems to offer a solution. During the construction of the Boekelo 
bridge, the original, digital 3D design could be viewed on the site with a headset. A 
digital hologram of the bridge, which was projected across a river, was used for this 
 
 
6  Interview conducted on 28 October 2019, in Utrecht.  
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purpose. This allowed the builders on the site to view the bridge from different sides 
and made the building process easier.   
 
New technology in a traditional sector 
The construction sector is perceived a highly bound by tradition. Sometimes, this 
makes it difficult to introduce innovations. The experiment with the use of AR in the 
construction of the Boekelo bridge was part of a project subsidised by a regional 
authority (the province) in order to promote innovative design. Because of this, 
there was scope to try out novel working methods.  
 
Initially, stakeholders were not universally enthusiastic at the prospect of the 
experiment. Some were concerned about the accuracy of the holograms in relation 
to the design drawings. In practice, such scepticism quickly evaporated, because 
working with a hologram was found to be highly intuitive. Operating a headset may 
take some practice, but the image one sees is easy to interpret – whether for a 
production planner, a foreman or a carpenter. It is immediately clear where there 
are cables or pipelines in the ground, or where certain parts need to be placed.  
 
Technical obstacles  
A lot of modifications were necessary in order to make the HoloLens suitable for 
use in construction. For example, the headset had to be fitted with a sunscreen so 
that users could also see the image properly in bright sunlight. To fix the 
representation of the bridge in the correct position in relation to the physical space, 
a GPS antenna and a digital compass had to be supplemented. The materials also 
had to be weatherproof and wind resistant, capable of withstanding a blow and be 
user-friendly. The proof of concept did not yet meet those criteria. ‘This mushroom 
on your head weighs 4 kilograms and wobbles,’ says the project manager, referring 
to the set with GPS antenna.  
 
Furthermore, the digital model had to be simplified because otherwise, the file 
holding it was too large for the HoloLens to manage. Other functions, such as the 
possibility of modifying a design, had to be deactivated, since AR was intended 
here purely for visualising and measuring; the image therefore had to be frozen. A 
carpenter, after all, should not be able to accidentally position the bridge twenty 
metres further up. 
 
Innovative working methods 
In the case of the Boekelo bridge, AR enhanced the mutual understanding between 
the bridge’s designers and those who did the building. The fact that the latter could 
clearly visualise what needed to be done even partially eliminated the need for in-
person consultation. Moreover, parts of the communication and cooperation could 
be conducted remotely. Thanks to the headset’s remote-assist function, people who 
were not actually on the building site could watch along with the builders and so 
help to avoid future problems.  
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In other words, AR meant that users behaved differently in their work – particularly 
in relation to one another. Their collaboration was different, and this immediately 
made the work process more efficient. It was also found that the use of holograms 
increased the workers’ enjoyment of their work. The physical-virtual domain made 
complex work slightly easier and more imaginative. 

3.4 AR in deck marking in the logistics sector 

In addition to the above, AR is used to optimise work processes in the logistics 
sector. The example we discuss here is Jumbo Maritiem, a company that ships 
heavy loads. It uses AR in the process of marking the deck prior to the loading of a 
ship. We learned about the practice in an interview with developers from Wortell, 
the IT service provider that developed the application used by Jumbo Maritiem.7 

 
Virtual deck marking 
Deck marking is the process of marking a ship deck to show the precise positions of 
the cargo that is to be transported. In principle, this is done manually, with the help 
of a technical drawing, a tape measure, chalk and a can of spray paint. Because 
the drawing is to scale, it takes two engineers two days working on site, to calculate 
precisely where the markings should go. This makes the process expensive – also 
because in the meantime, the work of the ship’s crew comes to a standstill. 
Furthermore, measurement errors cannot be ruled out with this method.  
 
Jumbo Maritiem developed a way of optimising the deck-marking process. In 
association with IT specialist Wortell, the company found a solution in the use of 
AR. As with the examples of UMC Utrecht and the Boekelo bridge, Jumbo Maritiem 
uses the HoloLens, which enables a user, as it were, to project a technical drawing 
onto the deck so that it can be seen in its actual proportions. The physical marking 
is now a matter of transposing the lines that the user sees to the surface in front of 
him. Such practice is particularly useful in the case of complex cargos. It entails that 
the job of deck marking can be completed in a few hours and can be carried out by 
less specialised employees. The engineer who produces the design can send the 
drawing directly to the ship’s captain and a crew member can then do the marking. 
This contrasts with the situation it substitutes for, in which engineers had to fly to 
(often remote) locations to help with the deck marking. 
 
Technical challenges 

 
 
7  Anonymised interview on 16 November 2019 in Lijnden.  



 45 

The biggest challenge in the project was that the entire drawing could not be 
projected at once, because of a combination of two factors: the size of the 
database, and the range of the cameras in the headset. This limited the image to a 
radius of three metres around the employee, which meant that only part of the total 
area could be seen at any one time. Every movement generated a new partial 
image. Employees of Jumbo Maritiem speak in this context of the ‘Billy Jean 
method’ – a reference to the Michael Jackson music video, in which tiles light up as 
the singer steps on them. 
 
Another constraint was that the method does not allow the deck to be marked while 
the ship is being loaded or unloaded. This can cause the digital drawing to ‘sink 
into’ the physical deck when a heavy load is on board or the weight of the load 
changes. The ship must therefore be entirely still to use this method. 
 
Privacy issues 
Jumbo Maritiem is currently using the HoloLens, which employs cameras to match 
a technical drawing accurately to the physical environment. This can become a 
problem if there is a cargo on board while the markings are being positioned on the 
deck. The client might, for example, object to a cargo being filmed for reasons of 
privacy. This problem can in principle be resolved by switching off the recording 
function. But the headset also has a remote-assist function, for which images have 
to be transmitted. The privacy risks that this entails are more difficult to address. 
 
Working more efficiently 
The main appeal of AR for a company like Jumbo Maritiem is that the technology 
allows for the work to be performed more efficiently. This in turn yields substantial 
cost savings – not only in terms of wage cost (for deck markers and other staff 
members), but also various overhead costs, such as port charges for the vessel. Of 
course, the ensuing profits mainly benefit employers. But employees also seem to 
like using AR, as it means they spend less time doing boring jobs or just waiting 
around. Generally, however, they only come to realise this when they have actually 
used AR. Prior to doing so, many are wary of using technology that could drastically 
alter their working methods. This highlights the importance of properly informing 
employees and consulting them on the conditions for the use of AR. 

3.5 AR in distribution centres: vision picking 

In the logistics sector, experimentation with the use of AR is widespread. A number 
of companies in the Benelux already use smart glasses. They include Nox (a 
company specialising in night-time distribution), the technical wholesaler Flos, the 
telecom company Samsung, the e-fulfilment company Active Ants and various AR 
service providers (Dijkhuizen 2017). We assessed the status of AR use in 
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distribution centres by speaking to Tjalling de Vries, who is responsible for 
innovation projects at a large distribution company, and Johanna Bellenberg, the 
director of marketing and communication at Picavi, a developer of AR solutions for 
the sector.8  
 
Order picking in distribution centres 
With the rapid growth of e-commerce, distribution centres play an increasingly 
important role in modern logistics. Parties in the sector compete on the basis of 
their response time and therefore have a major interest in efficient working methods 
(Lu et al. 2016). This partly explains the heavy pressure they are under to improve 
their processes.  
 
Distribution centres commonly use various forms of information technology. The 
printed distribution lists such companies used to work with, really are a thing of the 
past. But the sector still depends heavily on human workers. Warehouse workers, 
or order pickers, play a key role in the operation of distribution centres. They are 
responsible for unloading, inspecting and sorting the goods on arrival, storing them 
in the right place and then preparing them for dispatch and loading them. 
Bellenberg observes that people are in fact the major success factor in logistics at 
the moment, because of their cognitive skills and flexibility. But new digital 
technologies can assist them in their work and improve their efficiency. 
 
Digital tools in the logistics sector  
Various digital systems are currently in circulation to assist order pickers in their 
work: mobile data terminals, pick-by-voice systems and pick-by-light systems 
(Schwerdtfeger et al. 2009). The first is essentially a barcode system, which 
supplies an employee with instructions on the screen of a handheld scanner after 
scanning a package. Pick-by-light systems use special shelving, which is fitted with 
lamps so that the employee can follow instructions. Pick-by-voice systems use a 
headset and microphone for spoken instructions.  
 
A more recent development is pick-by-vision (Reif & Günthner 2009) or vision 
picking, a system that works with AR wearables. Ideally, such wearables combine 
the functionalities of the aforementioned systems: visual instructions, voice 
instructions and instructions via barcodes.9 A feature that pick-by-vision shares with 
pick-by-light and pick-by-voice is the fact that the warehouse worker does not have 
to hold a device or look down at a screen to read instructions (as is the case with a 
mobile data terminal). This has benefits in terms of safety, since users then have 
their hands free and maintain an overview of the space. Pick-by-vision has the 
flexibility of pick-by-voice in that it does not depend on an existing shelving system. 

 
 
8  Interviews with Johanna Bellenberg on 29 June 2020 and with Tjalling de Vries on 1 July 2020 via a video call. 

There were e-mail follow-ups with both respondents in September 2020. 
9  The latter is then scanned with either a built-in scanner or a scanner that is worn around a finger. 
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However, the advantage of vision picking is that the visual instructions also work in 
a noisy environment. 
 
The wearables used in distribution centres are generally simpler than those used in 
the sectors discussed earlier. Google’s Glass Enterprise 2 is particularly popular. 
These smart glasses have a single display in the corner of the user’s field of vision 
and are roughly the same weight as regular spectacles, which means they can be 
worn comfortably during long shifts. Bellenberg stresses the importance of a simple 
and intuitive graphic interface, as this further enhances their user-friendliness. But it 
also means that employees can be quickly trained in working with the glasses. The 
software designed for De Vries’ company of therefore mainly uses illustrations and 
small icons.  
 
Fewer physical obstacles 
AR systems can be used in distribution centres in a variety of ways. De Vries’ 
company uses them to instruct warehouse staff which shelving unit they need to go 
to, which products they have to collect and where they have to bring them. In some 
logistics companies, drivers of vehicles also use AR systems to help them with 
navigation. 
 
The main appeal of AR systems for employees is that they make their work less 
physically arduous or complex. In an interview with the Dutch newspaper NRC 
Handelsblad, a DHL employee said that he preferred using smart glasses over a 
mobile data terminal. Working with a handheld scanner, he argued, hurt his arm. He 
also found it irritating to constantly have to put down the scanner to lift or cut open 
boxes. From the employer’s perspective, the efficiency gains are the most important 
benefit of AR. In the words of the same employee: ‘[I] never [used] to meet my 
targets, now I always exceed them’ (Pelgrim 2019).  
 
Researchers anticipate that in the future, AR will do more than to help lighten or 
simplify the work of employees. They also expect, for example, that the technology 
will be used more often as a sort of interface between humans and robots (Jost et 
al. 2018). In places where some of the work is automated, AR could help to 
coordinate the movements of humans and robots. Glasses would monitor the 
locations of their users and, by linking the resulting data to data about the position 
of self-driving robots, collisions could be avoided. In this way, AR glasses would 
contribute to workplace safety, but also to employees’ feeling of safety (Jost et al. 
2018).  
 
The costs and benefits of AR 
However, if AR is to be interesting for large-scale use in the logistics sector, the 
designers of systems first have to overcome a number of technical obstacles. For 
example, the existing hardware is not yet ideal for use for lengthy periods. Smart 
glasses have a short battery life. Processors can also become overheated after a 
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time. Screens do not yet adjust to the light quality in the environment (for example, 
when moving outside from indoors). According to researchers, this can cause 
headaches or tired eyes (Stoltz et al. 2017). A study to this effect has in fact 
prompted De Vries’ company to restrict the use of smart glasses to a maximum of 
two hours at a time.  
 
At present, the benefits of investing in AR technology for companies do not yet 
outweigh the expense. Tjalling de Vries and Johanna Bellenberg estimate the 
efficiency gains from working with smart glasses compared to using a simple 
handheld scanner at fifteen, respectively thirty percent. The relative gains 
compared to a pick-by-voice system are smaller. Moreover, in order to enable 
people to work with AR, companies not only have to buy the glasses and have the 
necessary software developed or implemented; they also have to allow for training 
costs and possibly the cost of modifications for employees who need special 
glasses (with prescription lenses, for example). And if a company’s internal IT team 
is not able to maintain or expand AR equipment itself, there are further external 
costs to consider. 
 
Concerns about data processing 
The use of AR in the logistics sector also raises questions about how companies 
handle data. The smart glasses used by order pickers contain cameras, 
microphones and other sensors. Those sensors collect a variety of data about the 
users’ actions: the number of steps they take, the route they walk, the number of 
barcodes their scanners register. The system needs those data to function properly. 
Managers and process engineers might also use this data to improve work 
processes. Data from smart glasses could, for example, lead to changes in the 
layout of a warehouse to enable employees to move around more quickly or to 
reach certain products more easily. Or they could be used to provide users with 
personal feedback or advice. For instance, game elements could be added to the 
work process, such as a star system for completed tasks, a scoring system, or 
feedback on the employee’s performance – possibly even in comparison to his or 
her earlier performance or that of colleagues.  
 
The same data, however, could also be used to monitor employees or to manage or 
evaluate their performance. This raises concerns about the privacy and autonomy 
of employees and the extent to which they can consent to the use of technology 
and have control over its use (see also Rathenau Instituut 2020c). If the images are 
stored and shared, other potential privacy and confidentiality issues arise – at a 
personal level, but also at the level of organisations (in the case of patented data or 
processes, for example). (See Stoltz et al. 2017.) Company data policies are crucial 
for mitigating such risks. 
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3.6 Pokémon GO invasion in The Hague 

AR is not only used professionally, but also has numerous applications in the field 
of entertainment. Augmented reality games are a widespread example. The best 
known game of this type is Pokémon GO, which was created by the American 
company and Google spin-off Niantic, and launched on the Dutch market in July 
2016. The game was a huge success in this country, much like elsewhere in the 
world. In the first few days after its launch, the game was downloaded more than a 
million times (NU.nl 2020). In this practical example, we recall the summer of 2016, 
when Pokémon GO caused uproar because of the scale on which it was played in 
the Kijkduin district of The Hague. We spoke to Rachid Guernaoui, a member of the 
city council at the time.10 
 
Pokémon GO: the game 
–GO is a game for iOS and Android smartphones. The game uses GPS and AR 
facets to place virtual creatures, known as Pokémons, in the physical world. The 
aim of the game is to find, catch and train as many Pokémons as possible, using a 
digital map. The digital map contains so-called ‘lure modules’, which attract scarce 
and sought-after Pokémons. A remarkably large number of those lure modules 
were once to be found in Kijkduin, a district of The Hague with aspirations to 
becoming a major beach resort. As a result, the district became a magnet for 
Pokémon players. In the summer of 2016, thousands of mainly young fans visited 
the Deltaplein in Kijkduin every day. 
 
The municipality was initially pleased with this situation. In a letter to the city 
council, former mayor of The Hague Jozias van Aartsen wrote: ‘The businesses in 
Kijkduin benefit from this exceptional form of tourism, and this is beneficial for 
employment. The business association, the owners of beach clubs and the Beach 
Resort Kijkduin Foundation were therefore enthusiastic’.11 Local politician Rachid 
Guernaoui proposed responding to the attention by erecting a sign to welcome 
Pokémon hunters and promote local businesses. Guernaoui unveiled the sign, 
which read ‘Welcome to Kijkduin – Pokémon capital of the Netherlands’, in August 
2016 (Teeuwen 2016). 
 
On 9 August 2016, three weeks after the launch of Pokémon GO, the city council 
submitted questions to the mayor about the sign and the side effects of the game, 
such as pickpocketing, littering and noise pollution. In his reply to the questions, the 
mayor said that in addition to the benefits, the appearance of crowds also had a 
downside. ‘In their enthusiasm, many Pokémon hunters traverse areas they are not 

 
 
10  Interview conducted on 17 July 2019 in The Hague. 
11  Letter from mayor Jozias van Aartsen to the city council, 8 September 2016; reference RIS294835. 
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supposed to enter. They do not always clear up the mess they make and 
sometimes urinate where they shouldn’t. This causes annoyance, particularly 
among the residents of Kijkduin’.12 Residents’ associations and dozens of citizens 
also filed complaints with the municipality. In response, extra public toilets and litter 
bins were installed and extra cleaning and security staff were hired.  
 
Pokémon hunters also caused a nuisance elsewhere. For example, the Dutch rail 
network manager ProRail was confronted with people walking along railway lines in 
search of virtual creatures (ProRail 2016). In India, the presence of Pokémon led to 
disturbances at religious sites. Similar issues arose at the American Holocaust 
Memorial Museum in Washington and the Hiroshima Peace Memorial Park in 
Japan. In each of those cases, the responsible organisations filed complaints with 
Niantic, requesting it to remove the virtual creatures (Star 2016). Situations like 
these demonstrate that players of the game may affect not only the quality of life for 
local residents, but their safety, as well as to violate various standards of behaviour 
associated with specific locations (consecrated sites, for example). 
 
Business model 
It is important to understand how Pokémon GO generates revenue. One of the 
ways that Niantic, the company that created the game, earns money is from so-
called ‘micro-transactions’: purchases of virtual products in the game that give the 
user an advantage over other participants. Buying a lure module is an example of 
such a micro-transaction.  
 
Lure modules are also sold to businesses, which use them to attract Pokémon 
hunters to their shops (see, for example, Zuboff 2019, pp. 309-319). John Hanke, 
Niantic’s founder, told the Financial Times that companies ‘pay us to be locations 
within the virtual game board – the premise being that it is an inducement that 
drives foot traffic’ (Bradshaw & Lewis 2016). For the launch of the app in Japan, for 
example, a major sponsorship deal was sealed with McDonalds. Through virtual 
lure modules located in its branches, the fast-food chain enticed Pokémon hunters 
to its 30,000 restaurants. The business model of Pokémon GO is therefore similar 
to that of Google’s online advertising market. Companies pay Google ‘per click’ for 
every potential customer who visits their site via the search engine. Pokémon GO 
translates this technique from the online advertising world directly to the physical 
world. Businesses pay Niantic ‘per visit’ for every customer that enters the shop via 
its mobile game. Niantic demonstrated for the first time that through AR, digital 
online business models can also generate income in the physical world. So far, the 
game has generated more than two billion euros (Tassi 2018). 
 

 
 
12  Ibid. 
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Opposition 
The municipality of The Hague ultimately hired a law firm to order Niantic to modify 
the game in such a way as to keep Pokémons and Pokémon hunters away from 
vulnerable nature reserves. By ‘removing the virtual animals from the 
Westduinpark, Niantic, under the pressure of legal proceedings, finally displayed 
social responsibility for the physical environment of its game,’ the mayor of The 
Hague later reported to the city council.13  
 
Authorities elsewhere chose different approaches. In Lillo in Belgium, the local 
council decided that the game could no longer be played between ten o’clock in the 
evening and seven o’clock in the morning (Voorst 2016). Jubise in Belgium even 
instituted a night-time ban on people assembling (Redactie De Morgen 2016). In 
contrast to the legal proceedings, these responses assigned responsibility for the 
nuisance to the game’s users, rather than to the company that made money off 
their behaviour. These reactions also make it clear that cases like this constitute a 
breach of an (unwritten) social contract regarding the use of the public space.  
 
The debate about the use of AR games yet to be resolved. Since 2016, the 
business model of Pokémon GO has been adopted by numerous other AR 
applications. Furthermore, the game is as popular as ever; it is constantly being 
developed further, and more than 100 million players worldwide still hunt for 
Pokémons every month. 

3.7 Mirror Worlds at The Hague Central Station 

 
The last example in the series concerns our own experiences with the design and 
testing of the mobile game Mirror Worlds, which artist-in-residence Roos 
Groothuizen, in association with programmer Arran Lyon, devised for the Rathenau 
Instituut. The purpose of the initiative was to test observations that were made in 
the course of our research in an artistic manner, and in this way, to acquire new 
insights into the phenomenon of AR.  
 
Mirror Worlds as a provotype 
Mirror Worlds is an online game that can be played by several people. Participants 
take turns photographing objects they encounter in public space. Other players then 
have to find those objects and also photograph them. Mirror Worlds does not use 
AR technology, but employs existing objects and persons in the physical 

 
 
13  Letter from mayor Jozias van Aartsen to the city council, 25 October 2016; reference RIS295331. 
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environment as game elements. This way, not only the environment but also 
passers-by and objects are part of the game.  
 
Groothuizen describes the game as a ‘provotype’: a provocative prototype (Gunn et 
al. 2015). The concept of provotypes is derived from design-oriented research, but  
provotypes are increasingly applied also in an academic context (Council for 
Culture 2018). The game’s name, Mirror Worlds, refers to the ‘mirroring’ that occurs 
when reality is presented digitally. The game challenges its players to explore their 
moral boundaries in a public environment. It confronts them with questions such as: 
what can (or cannot) acceptably be documented and shared? Which public spaces 
can (or cannot) be used as a game situation? Which frictions does the use of the 
game, or AR technology, cause?  
 
To analyse the answers to these questions, we drew up a questionnaire together 
with Groothuizen and presented it to a group of ten Master’s students at the Royal 
Academy of Art in The Hague, on 29 January 2020. The students took part in a 
playtest, conducted in the main hall of Central Station in The Hague: a busy 
location with a utilitarian function and many passers-by. The students played the 
game for twenty minutes and then completed the questionnaire. Below, we reflect 
on our observations of them playing the game, a group interview conducted 
afterwards, and the responses to the questionnaire.  
 
Boundaries  
First and foremost, the students reported enjoying playing Mirror Worlds. As the 
game progressed, the students became increasingly involved in it and chose to 
take more challenging photos. For example, they took snapshots in increasingly 
inaccessible locations. In the process, they also increasingly invaded the personal 
space of other people – for example by focusing on the shoes of passengers or 
station staff members. At the same time, the players barely noticed that their game, 
accompanied by uncoordinated rushing around and shouting, could be a source of 
annoyance for passing travellers. A number of players conceded that this was 
perhaps true, but said they had not been aware of it because of the hustle and 
bustle in the station.  
 
In the group discussion afterwards, the players reported that their experience of 
particular actions are permissible or not, heavily depended on the location of the 
game. In general, they considered a railway station to be an outstanding location for 
playing Mirror Worlds – precisely because of how busy it is. Doing so would not be 
acceptable in spaces where people are expected to remain quiet, such as 
graveyards, libraries or museums. In dangerous environments such as around 
railway tracks, they felt, it also would not work. While the players claimed that they 
would personally respect those principles, they added that not everyone is in a 
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position to do so. Children, for example, cannot be expected to be able to judge 
whether or not an action is to be deemed acceptable for a specific location.  
 
What does going ‘too far’ entail? 
After the playing of the game, a discussion took place concerning the permissibility 
of particular actions. For example, the participants discussed the legitimacy of 
photographing conductors and passers-by who did not at that moment know that 
they were part of a game. They also raised the issue of secretively taking photos, 
out of concern for the privacy of a subject. Most players felt that photographing a 
person’s face without their consent was going ‘too far’ – in contrast to a person’s 
shoes or back, for example. In this context, the comment was also made that 
visibility could lead to social friction – which participants sought to avoid. They did 
not want to harass passers-by and therefore concealed that they were participating 
in a game. This suggests that to a certain extent, they tried to consider the 
generally accepted social standards that apply in public spaces.  
 
The players disagreed about who bears responsibility for the hybrid environment 
and its rules and norms. Some suggested that the designers of games should be 
subject to rules, for example in the interest of the protection of privacy, safety, and 
respect for certain social standards. Those rules could be imposed through 
government intervention or by means of self-regulation by the sector. Others felt 
that the responsibility lay with the user. However, they said it would be difficult to 
formulate rules, because people differ greatly in their perception of right and wrong. 
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Figure 3.2 Mirror Worlds application 

Source: Roos Groothuizen 

3.8 Reflections 

The AR practices described in this chapter illustrate the potential of AR in a range 
of areas: from health care, via construction and logistics, to entertainment. The 
examples show that a great many technical and economic challenges need to be 
overcome and that, in many respects, AR is still in its infancy. The six examples 
also illustrate the three categories of societal issue that we referred to in chapter 1: 
data issues, manipulation issues and spatial planning issues. In this section, we 
summarise the chapter along those themes. 
 
Technical and economic feasibility  
AR practices that are still in the pilot phase highlight numerous technological 
challenges. There is still room for improvement in the battery life and the speed of 
AR systems. Local safety rules are sometimes incompatible with wearing a 
headset. A constant challenge is how to reconcile the use of AR with existing 
practices and (safety) standards. The use of AR in dynamic  environments 
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(physically and socially) is particularly challenging. For example, screens are not 
yet able to adapt properly to the environment when a user moves outside from 
indoors. It is still technically difficult to make the complex projections dynamic 
enough and allow them to be seen by different members of a team with different 
vantage points. Therefore, the balance of costs and benefits is uncertain for many 
parties at this point. 
 
Data issues 
In the field of neurosurgery, one data management issue is how to deal with the 
holograms of patients’ brains. How can the privacy of patients be guaranteed? 
Should hospitals store brain holograms themselves, or might they delegate this to 
private parties? Privacy issues also arise with AR games and with the professional 
use of headsets by organisations such as distribution centres. Relevant questions 
include: to what extent may employees be monitored by employers and should 
employees be asked to give informed consent to the collection of personal data? In 
the example of deck marking, we saw that the use of cameras can lead to issues 
relating to the storage of (confidential) data such as camera images.  
 
Manipulation of perception and behaviour  
Various practices demonstrate that AR can influence the perception and the 
behaviour of users in numerous ways. On the one hand, AR can function as a 
digital prosthesis and enhance people’s cognitive capacities. Such forms of human 
enhancement could have an emancipatory effect.  The fact that AR is intuitive 
contributes to this. AR can make abstract images, which could previously only be 
interpreted by experts (the two-dimensional MRI scan in health care, the flat 
technical drawings in construction and deck marking), comprehensible to 
laypersons. This helps to simplify communication about complex images and tasks. 
In the healthcare sector, the hologram of a patient’s brain can help in the training of 
young doctors and assist surgeons in preparing for operations and in interacting 
with patients. In the construction of the Boekelo bridge, AR improved 
communication and mutual understanding between employees with different 
specialties. And in deck marking, AR opened up the way for a new division of 
labour by also enabling non-specialists to position markers on the deck.  
 
On the other hand, AR can be used to influence the behaviour of users, as 
demonstrated by the example of Pokémon GO. Niantic’s business model stands or 
falls on the possibility of influencing foot traffic, i.e. the shopping behaviour of 
pedestrians with virtual lure modules. Such applications are constantly being 
developed to make them more attractive and more addictive, so that players will 
spend more of their time in the game and generate more income for the company. 
 
Spatial planning 
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We have discussed a number of applications of AR in relatively closed private 
environments: an operating theatre, the deck of a ship, a building site. In contrast, 
the mobile game Pokémon GO and the game we designed ourselves, Mirror 
Worlds, are used in public space,  accessible to everyone. The fact that this is a 
shared space compels users to consider one another. Depending on the specific 
space, the applicable standards of decency and statutory rules may vary,. For 
example, we saw that when Pokémon GO was introduced in Kijkduin, the users of 
AR violated both types of rules. Some people entered a nature reserve and thereby, 
disrupted public order. We also found that the owner of the game, Niantic, only took 
social responsibility for desirable use of the public space under pressure from the 
government. 
 
The students who played the Mirror Worlds game said afterwards that they were 
very conscious of the type of environment in which the game was played, the 
standards and values that applied there and the people who shared this physical 
space. They actively sought a balance between the rules of the digital game and 
the rules of the physical space in which it was played. If AR is going to play an 
increasingly important role in public space, this raises the question of how users of 
AR – who experience a hybrid, physical-virtual world with its own standards and 
values – will share the physical space with other users. Will public space then 
become fragmented into different AR zones and bubbles? 
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Intermezzo: future scenarios for AR 

As well as devising the Mirror Worlds game, Roos Groothuizen, Rathenau 
Instituut’s artist-in-residence and a member of the AR project team, also developed 
a number of visual future scenarios. The scenarios consider ways in which we 
might be using AR in the future – more specifically in 2026. They specifically 
address some of the ethical and societal issues discussed in chapters 3 and 4. 
They visualise the risks of AR, but in some cases also playfully suggest specific 
solutions. Some of those solutions are technological in nature, others are more 
administrative.  
 
The first scenario (figure I.1) depicts a user of the deep-fake application DeepNude 
(which we discuss in section 4.4 of the next chapter). This app allows the user to 
virtually ‘undress’ another person, as it were. The situation outlined here illustrates 
how AR enables people not only to shape their own hybrid identities, but also 
manipulate those of others. Groothuizen suggests that we could mitigate this risk 
with a ‘Do Not Locate’ register, an (as yet imaginary) variant on the existing Do Not 
Call register, but for people who do not wish to be the victim of AR modification by 
others. 
 
In contrast, the second scenario (figure I.2) illustrates in a very tangible way what 
AR could contribute to the mental well-being of users of the technology. 
Groothuizen imagines an application that allows people to virtually modify their 
appearance. The program then collects data about plastic surgery practices in their 
immediate vicinity. In this way, the app presents the manipulated reality as the 
‘ideal’ reality. The scenario evokes the idea that excessive use of AR filters could 
lead to a distorted self-image. Research has shown that such situations are no 
longer merely hypothetical (see section 4.3).  
 
The last three scenarios elaborate on experiences with the use of AR in public 
space. In chapter 3, we showed that games like Pokémon GO can be disruptive, 
both for humans and for nature, when they are played in public places. This raises 
the question of whether the use of AR should be restricted in one way or another, 
for example by banning its use in certain locations – by analogy with a ban on 
smoking a joint in public (see figure I.3). Cities could, for example, establish zones 
where, in contrast to ‘AR-free’ zones (figure I.4), the use of AR is permitted or 
required. In this case, it could be useful to inform citizens of why its use is or is not 
permitted in those locations or between certain hours (figure I.5). This could in turn 
help to initiate a discussion on what can be regarded as ‘good manners’ in our 
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shared hybrid world. After all, recent events indicate that what seems evident in the 
physical world can no longer be taken for granted in the physical-virtual world. 
 

 
Figure I.1 AR and deep fakes 

Source: Roos Groothuizen 
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Figure I.2 AR and identity 

Source: Roos Groothuizen 
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Figure I.3 The use of AR prohibited 

Source: Roos Groothuizen 

  



 61 

 

Figure I.4 AR zones and restrictions 

Source: Roos Groothuizen 
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4 AR in the literature: ethical and 
societal issues 

4.1 Introduction 

The previous chapter described a range of societal issues relating to existing uses 
of AR. In this chapter, we explore those and other ethical and societal issues in 
more depth on the basis of scientific literature. The relevant literature reflects on the 
current practice of AR, but also considers issues that could come to play a role in 
relation to AR in the coming years.  
 
Our research shows that although the number of scientific publications on societal 
and ethical issues raised by AR is increasing, they are still scarce. For this report, 
therefore, we have also consulted non-scientific sources, such as news reports, 
articles by journalists and publications from the private sector. For the scientific 
literature, we focused on the period from 2009 to 2020. We searched for relevant 
sources in Google Scholar, JStor and Web of Science. In these digital libraries we 
searched on the primary search term ‘augmented reality’, in combination with at 
least one of the following terms: ‘ethics’, ‘ethical’, ‘moral’ and ‘morality’. The search 
yielded 41 articles and conference papers of relevance for this study. They are 
listed in the bibliography in appendix 1 of this report. The scientific articles were 
carefully analysed to identify the most relevant issues (see figure 4.1). 
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Societal issues 

Data Manipulation  Spatial planning 
Privacy 

 

Consent and control over AR 

 

Data ownership 

 

Information asymmetry 

Physical and mental well-being 

 

Perception of reality 

 

Dehumanisation 

 

Cognitive freedom 

 

Manipulative power of large tech 

companies 

Identity formation 

 

Planning of hybrid space  

 

Experience of public space  

 

Commercialisation 

Figure 4.1 Overview of AR-issues mentioned in the scientific literature 

Source: Rathenau Instituut 

As mentioned in chapter 1, we distinguish three clusters of societal issues: data 
issues, perception-control or manipulation issues and spatial planning issues. Data 
issues arise from the collection and processing of data and cover themes such as 
privacy and data ownership. Manipulation issues are connected with the 
manipulation of the cognition, perception and behaviour of AR users. In short, what 
users perceive, think and do. Spatial planning issues concern the question of what 
AR means for the design and perception of our spaces, both the hybrid and the 
physical environment. The impact of each of these issues depends on the context 
and the type of space in which they arise. In discussing these issues, therefore, 
where necessary we make a distinction between personal, private and public 
space. 

4.2 Data-related issues 

The processing of data for AR raises a number of societal issues. The question of 
privacy receives particular attention in the literature (see, for example, Acquisti 
2014; Kotsios 2015; Kudina & Verbeek 2018). This relates to the collection and 
processing of personal (often biometric) data of AR users. There are also issues 
relating to consent, control of technology, ownership of AR data and equality of 
access to information. We discuss these themes below. It is important to realise 
that all of these issues affect not only those wearing the AR headset (AR users), but 
also anyone who enters the field of vision of AR systems. Other questions relating 
to non-users are what biometric data about them are collected, whether they can 
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decide for themselves whether they will or will not be registered by AR sets, and 
who owns their data. 
 
Privacy: collection of biometric data 
We have described AR systems as data machines, which collect data about the 
user and the user’s physical environment (which also includes other persons). To 
do this, AR uses advanced sensors, such as cameras for facial and behaviour 
recognition, smart microphones and sensors, which can register our location, the 
steps we take, our eye movement and facial expressions, our hand movements and 
our posture. In chapter 2 we explained how this technology works and how 
technologies such as facial, behaviour and voice recognition are becoming steadily 
better at identifying individuals, objects, speech and sound. With powerful cameras, 
users and non-users can be identified further and further away. For example, there 
are now commercial applications that can recognise people at a distance of more 
than fifteen metres (Farfaces, 2020).  
 
These intimate data can be collected, stored and shared without others noticing. 
According to Kotsios, the registration process in AR is therefore ‘completely 
seamless and surreptitious’ (2015, p. 168). AR systems work best if they are always 
on, so that the most complete possible hybrid environment can be constructed. The 
device is mounted on the user’s head and points in precisely the same direction as 
the head, making it almost impossible for the subject to know that he or she is being 
filmed or photographed. The fact that a growing number of these AR systems are 
operated by voice or gestures makes the registration process even less visible. For 
example, Google has introduced a wink feature, allowing the user to make photos 
by winking. Devices are also becoming ever smaller and less visible. AR lenses are 
now being developed. 
 
Because AR is generally used in a social context, in the public space for example, 
all of these factors immediately raise a number of privacy issues. This applies in 
particular to the use of facial and behaviour recognition cameras. Facial recognition 
technology can be prejudiced, because most AI systems that are used are trained 
on the basis of databases containing a disproportionate number of photos of 
Western men with a light skin colour (Buolamwini & Gebru 2018). Consequently, 
women with a darker skin colour are often incorrectly identified (margins of error of 
up to 34.7% compared with 0.8% for men with a light skin colour, see ibid.). The 
use of systems of this type by the police could therefore lead to the arrest of the 
wrong person. In various places, the authorities are discussing a ban on this type of 
technology. In a number of American cities, for example San Francisco, such a ban 
has been introduced for the police and other government bodies (see Conger et al. 
2019). In 2020, Clearview AI, a company that sells facial recognition software, was 
sued over the compilation of its facial recognition database. The database has been 
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used frequently by security companies and government agencies. The company 
had acquired its enormous database (comprising three billion photos) by scraping 
various social media websites. Because of the uproar, IBM stopped its research 
into and development of facial recognition technology (see Peters 2020).  
 
Behaviour recognition raises similar issues. Motoric data collected and analysed by 
the AR system can be combined to produce a unique ‘kinematic fingerprint’, with 
which individuals can be identified (Kopfstein 2016; Madary & Metzinger 2016). 
This kinematic profile can also be used for other purposes. The process is referred 
to as function creep. A dataset that has been collected in a game situation could be 
sold to security firms to identify people in semi-public spaces with cameras. By 
linking behavioural data to data from online databases or details of a person’s 
search history on the internet, information can be gathered about a person’s 
purchasing behaviour, relationship status, network of friends, political preferences 
or other private data (cf. Zuboff 2019). The linking of big data in particular makes 
unique identification of persons possible. The collected dataset can threaten human 
rights, including privacy. The Rathenau Instituut has previously reported that the 
current legal frameworks in the field of biometric applications are inadequate 
(Rathenau Instituut 2015; Rathenau Instituut 2019). The combination of an 
inadequate legal framework and the widespread use of AR systems with facial 
recognition brings with it the risk that persons can no longer remain anonymous in 
the public space, since AR systems register not only the users of these systems, 
but also non-users. 
 
Consent and control over AR 
The development and application of AR in social contexts also raises concerns for a 
‘Little-Big-Brother’ scenario, where not only governments, but also citizens and 
companies constantly use technology to monitor one another and endeavour to 
influence each other’s behaviour (Rathenau Instituut 2017b). That not only creates 
a surveillance society, in which devices such as security cameras monitor 
individuals, but also a ‘sousveillance’ society, in which everyone can monitor 
everyone else. The possibility of giving consent to various forms of AR registration 
is therefore a subject that demands special attention.  
 
Another important ethical issue relating to AR is the degree of control users have 
over the system. How much control do they have over the functioning of an AR 
device or application? Many of the questions raised have to be answered 
separately for each AR application. For example, can a person register or 
deregister for biometric registration with a specific application? What control does 
one have over the information that is shared or processed? Is one able to ascertain 
where, when and who is using data from the application to identify people? Is it 
possible to switch off particular functionalities or is one entirely at the mercy of the 
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technology? Does one have any say in what data the technology collects, analyses 
and shares? Issues of this nature apply not only to the private use of AR, but also 
on the shop floor. Can an employee refuse to use AR or exercise control over which 
functions are used? And what is the situation in a social context, where non-users 
do not know that their biometric data is being collected by another person’s smart 
glasses?  
 
Data ownership 
Issues of privacy and ownership are interconnected. For example, who owns my 
image, a recording of my voice or my kinematic fingerprint? Legal provisions state 
that the context is important in this respect. The rules differ according to whether 
the recording is made in the public space or a private space. Apart from the context 
of the environment, the technological context, in other words the type of recording 
that is made, is also a factor. This is more of an issue with AR than with ordinary 
recordings, since AR registers numerous data that can be immediately processed, 
manipulated and shared. 
 
An important question here is whether the wearer of smart glasses or lenses has 
exclusive rights to data relating to what he observes (Brinkman 2014; Wolf et al. 
2015). Google applied for and was granted a patent for technology with which it can 
be seen what the wearer of a Google Glass is looking at by monitoring eye 
movements. This means that the company can not only access the image seen by 
the wearer of the glasses, but can also acquire information about precisely what the 
wearer is looking at, and when. Data of this type can be very lucrative and useful, 
for example for profiling and manipulating users. It might seem obvious that what 
the user sees in the hybrid environment belongs to him – but that is not the case.  
 
Wolf et al. (2015) argue that it is essential to make explicit legal arrangements on 
this type of issue in hybrid environments, where both users and developers can 
claim ownership. Those agreements could vary depending on the context. Once the 
user invests in a hybrid environment, for example by buying AR accessories, 
avatars or objects, his or her claim might be greater, on condition that the trade in 
virtual objects is correctly regulated in law. In any case, the creation of hybrid 
environments calls for clear agreements between developers, governments and 
users about the rights a person can derive from ownership of virtual objects or 
elements within a platform. This applies in particular for hybrid environments in 
public spaces, such as a village square, where the environment serves a public 
purpose and is used by many people. 
 
McClure raises yet another type of ownership issue, which follows from the fact that 
AR applications can exhort people to visit physical locations (2017, p. 358). That 
situation is leading to a growing number of legal actions concerning violations of 
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property rights and destruction of property. The growing popularity of these types of 
application could lead to more legal conflicts. According to the author, a so-called 
‘Do-Not-Locate’ register could help to exclude specific locations from the use of AR. 
Roos Groothuizen includes a similar register in one of her scenarios in the 
Intermezzo prior to this chapter. The register would give local authorities and 
individual users the power to prohibit property from being manipulated with filters or 
prevent AR platforms from using the property as a location for its applications. In 
Germany, members of the public have that option with Google Maps. At the 
moment, however, it is not yet possible to prevent your home from being used for 
an AR advertising text. 
 
Information asymmetry 
AR can enhance the cognitive capacities of its users. As we saw in chapter 3, this 
can have an uplifting effect. AR enables even non-specialists to understand 
complex phenomena or tasks, such as a brain tumour or how to position markings 
on a ship’s deck. But AR can also lead to information asymmetry. Smart glasses 
enable users to gather information about their environment and about other people. 
Accordingly, AR users could possibly also exercise power over others – often non-
users – and do so without their knowledge (Katell 2019, p. 300). This could create a 
digital divide between users and non-users of AR. 
 
There are also major concerns about the information asymmetry between AR users 
and the companies that sell these systems and applications. These are often large, 
multinational IT companies (Zuboff 2019). While people are profiled in numerous 
ways by these companies, it is difficult for individuals to keep track of all the 
information that is collected about them, how that information is used online and 
precisely how they are then influenced by it. Not to mention whether they are 
capable of responding smartly to the collection and use of their data (Rathenau 
Instituut 2017a). While individuals are becoming increasingly transparent for large 
IT companies, the conduct of those companies is becoming increasingly obscure to 
citizens. 

4.3 Manipulation issues 

AR is a form of human augmentation that virtually expands our senses and can 
determine what we experience: what we see, hear and feel. The user’s experience 
depends on which senses are addressed by AR and by the number of the senses 
that are addressed simultaneously. By monitoring people’s eye movements, changes 
in the pupil size and movements of facial muscles, AR companies can analyse what 
users are looking at, how long they focus on something and their physical and 
emotional response. By processing these data and linking them to online databases, 



 68 

the experiences of users (consumers, employees or citizens) can be subtly 
manipulated. 
 
The use of AR can raise various issues in relation to manipulation. Here we discuss 
the impact of AR on physical and mental well-being, our perception of reality and 
our cognitive freedom. We also consider the risk of dehumanisation and of 
manipulation by large tech companies. 
 
Physical and mental well-being 
AR is increasingly used for therapeutic purposes, for example to treat phobias, 
addictions, eating disorders, stress and chronic pain (Suso-Ribera et al. 2019). This 
is known as AR exposure therapy, or ARET. Although there has been little research 
into this application of AR, a number of researchers refer to the positive effects of 
such realistic virtual experiences. According to Ventura et al. (2018), for example, 
ARET helps in treating various psychological disorders, because the technology 
can reproduce and modify experiences in a realistic manner. Using AR, patients 
can learn to cope with situations that trouble them at their own pace and in their 
own way in a controlled, virtual environment. For example, a therapist can expose 
patients to a seemingly realistic spider or lift and thus reassure them that the spider 
will not do anything to them or that the lift will not break down (ibid.). With this 
method, the therapist does not have to work with the real objects and can also 
incrementally increase the intensity of the experience. An advantage of AR 
compared with other digital therapies, such as VR, is that patients retain the feeling 
of physicality. They remain aware of their own body and the physical environment. 
 
There has been a lot of speculation about the physical benefits of AR. However, 
they are not evident in every instance. For example, Howe et al. (2016) registered 
the number of steps taken each day by 1182 users of Pokémon GO. The 
researchers compared the results with the users’ behaviour in the weeks before 
and after they installed the game. Although Pokémon GO led to a relatively small 
increase in the number of steps taken every day after installation, that effect had 
disappeared after six weeks. 
 
There are also concerns about the physical safety of AR users and others in their 
vicinity from the use of AR. This applies mainly with respect to the use of AR 
wearables and AR games, because they demand a lot of attention from the users, 
can be addictive and are also frequently used in public spaces or in traffic. Players 
of Pokémon GO have been involved in numerous traffic accidents since 2016. At 
the end of 2019, a website that tracks fatal incidents involving Pokémon GO put the 
number at 21 (Pokémon GO Death Tracker 2019).  
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Another cause for apprehension is the potential impact of digital filters on a 
person’s self-image. With apps like Snapchat, it is easy to apply filters to selfies and 
videos. This can prompt users to cultivate an attractive, but distorted, self-image. 
This incongruity between what one sees in the mirror and the self-image on the 
smartphone can cause mental problems for users. Rajanala et al. (2020) assert that 
frequent use of AR filters sometimes leads to body dysmorphic disorder (BDD). 
People with this mental disorder find an aspect of their appearance ugly and worry 
constantly about it. There have been a growing number of cases where people 
have undergone plastic surgery to create the filtered self-image. In that context, a 
British cosmetic surgeon coined the term ‘Snapchat dysmorphia’ when some clients 
started arriving at a consultation for a procedure with filtered Snapchat images of 
themselves rather than pictures of celebrities as used to be the case (cited in Hunt 
2019). 
 
Perception of reality 
In their experimental study, Miller et al. (2019) discovered that experiences in AR 
can have a direct impact on behaviour in the physical environment. For example, 
test subjects avoided sitting on a chair on which they had just seen a seated virtual 
person. Furthermore, the presence of a virtual person had practically the same 
effect on their behaviour as when a real person was standing beside them. ‘We’ve 
discovered that using AR technology can change where you walk, how you turn 
your head, how well you do on tasks and how you connect socially with other 
physical people in the room’, said one of the researchers in Science Daily (Stanford 
University 2019). 
 
The chance that the hybrid environment will come to dominate the user’s 
experience is even greater with highly immersive AR applications. This can impair 
the user’s awareness of the differences between the physical and the virtual world. 
Many AR developers endeavour to create such immersive AR experiences and try 
to construct the most realistic possible hybrid environment. Their objective is to 
allow the user to switch seamlessly between the virtual and the physical world and 
to perform actions in the hybrid world as naturally as possible (Wolf 2016). The 
ideal is ‘true AR’, where users do not even notice the modification of their 
perception of the environment. By analogy with the Turing test (a test of a 
machine’s capacity to display intelligent behaviour that is indistinguishable from that 
of a human), Sandor et al. (2015) proposed developing a visual test in which people 
have to try to distinguish between virtual AR objects and physical objects – a so-
called Augmented Reality Turing test (ARTT).  
 
A related apprehension is that users, particularly vulnerable individuals, will 
experience problems if they are no longer able to distinguish between virtual and 
physical elements. These problems could be physical, a feeling of being unsafe, or 
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mental, such as a derealisation disorder, where those suffering from it experience 
the familiar environment as alien or unreal. Bailey and Bailenson (2017) observed 
that it is difficult for people – particularly children – to distinguish between virtual 
and ‘real’ experiences. In their study, children, as avatars in VR, swam with whales 
and afterwards recalled physically doing so.  
 
Dehumanisation 
The use of AR on the shop floor brings with it the risk of the dehumanisation and 
instrumentalisation of humans (Rathenau Instituut 2017b). People are then seen as 
an instrument that can be directly controlled by the organisation by means of 
commands that appear directly in their field of vision. Since AR sets are linked 
almost directly to the employee’s senses, they capture a great deal of the worker’s 
attention. That leaves less room for the individual’s own cognitive experiences. This 
risk arises mainly with intensive AR experiences, where the employee’s attention is 
controlled with dynamic layers and gamification techniques. One of the issues that 
this raises is whether people have a choice in whether to use AR at work, or 
whether it is a requirement. The use of AR data to monitor employees and to 
manage or evaluate their performance has prompted concerns about the 
impairment of employees’ autonomy (see also Rathenau Instituut 2020c).  
 
The use of AR in private spaces already raises issues relating to automation and 
the deployment of personnel. In professional contexts, for example, AR could lead 
to a new situation where fewer personnel are required to perform the work or to the 
replacement of existing employees with others who are able to use the technology.  
 
Cognitive liberty 
Online platforms play a steadily greater role in determining who gets to see what 
information online. This information is personalised and varies from one person to 
another. The result is the creation of filter bubbles (Pariser 2011). Filter bubbles are 
based on information about the user, such as a person’s location, previous clicking 
behaviour and search history. The fact that the supply of information on the internet 
is increasingly personalised and monopolised raises questions about the role of 
large platforms in steering users and our online freedom of choice (Rathenau 
Instituut 2012). 
 
With AR, the internet moves from the virtual world to the physical world. That shift 
expands the scope of the filter bubble concept and raises issues regarding the 
power of digital platforms. AR filter bubbles can provide personalised information in 
an immersive manner. The total experience can be entirely personalised, the effect 
being particularly strong with visual or multisensory AR. Two AR users can 
experience the same room totally differently. One is on a beach and is shown an 
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advertisement of a cool drink, while the other has the illusion of attending a political 
rally. But in both cases their cognitive liberty is at risk (Wrye 2004).  
 
Manipulative power of large tech companies 
According to O’Brolcháin et al. (2016), the manipulation of perception can curtail 
people’s autonomy – their freedom to make independent decisions. The authors 
fear that the convergence of AR and artificial intelligence could lead to users being 
nudged by governments or companies to buy particular products or adopt certain 
opinions. Smart AR filters can respond to a person’s emotions. They can do this for 
instance by using a filter to make it seem that real people smile or frown, depending 
on the situation. The researchers argue that this type of technology will become 
even more persuasive and effective if it makes use of data and knowledge about 
‘the emotional responses of users [acquired] through eye movement trackers and 
other emotional data capture’ (ibid., p. 15).  
 
On the internet, this form of active behavioural manipulation is found mainly in the 
consumer domain. In The Age of Surveillance Capitalism, Zuboff (2019) describes 
how tech companies, such as Google, Facebook and Microsoft, automatically 
collect large amounts of information on the internet about people’s behaviour, and 
use that data to predict and modify behaviour. With AR apps and glasses, details of 
where users are, how long they stay somewhere, what they are looking at and what 
they buy can be registered. People are monitored over lengthy periods with 
cookies. They can be steered by presenting them with specific information at 
specific times. By means of AR, persuasive techniques of this type are penetrating 
the physical space. Companies can monitor people and steer them in their homes 
or on the street. Accordingly, AR offers various possibilities for advertisers and data 
brokers. According to the lawyer Henriksson (2018), the immersive nature of the 
virtual environment makes this type of virtual advertising even more persuasive and 
better equipped to influence behaviour. 
 
The fact that the aforementioned tech companies are investing heavily in AR 
suggests that the development of the technology is driven by a desire to collect 
data in order to use them to predict behaviour. Zuboff (2019) refers in this context to 
surveillance capitalism. She observes that steering behaviour is also the best way 
of predicting behaviour. Pokémon GO illustrated very clearly how this business 
model is monetised in the physical world. Shops try to entice players by offering 
lure modules, which they buy from Niantic. Companies also pay Niantic for every 
visit by a customer who enters their shop via Pokémon GO. In other words, the 
players of the game are, often without knowing it, earning money for companies. 
This is an extreme form of gamification, whereby their behaviour is manipulated, 
making them part of a large-scale data trading market they are not aware of. 
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4.4 Issues related to spatial planning 

AR is unique because it directly links the virtual environment to the physical spatial 
environment – including the persons present in it. This raises new issues relating to 
the creation of our hybrid identity, the planning of our public space and the 
perception and commercialisation of public and private environments. 
 
Identity formation in the hybrid world 
AR devices can help individuals to form their identity (Wolf 2016, p. 129). In the 
physical domain, people use clothing, jewellery, piercings and tattoos to set 
themselves apart. In the virtual domain, they use avatars and messages on 
Pinterest, Facebook or Twitter to express their virtual persona. This is referred to as 
a digital identity. By analogy, in the case of AR one can speak of a hybrid identity, 
which is partly physical and partly virtual. In the hybrid domain, virtual elements can 
be pinned to a person’s physical body. In that case, another person sees the user 
as partly physical and partly virtual – possibly even without being able to make a 
distinction between the two. There is now a growing AR filter market where AR 
users can buy new hybrid identities. A Dutch start-up, De Fabrikant, recently even 
designed a hybrid dress, which was sold for 9,500 dollars (Roberts-Islam 2019).  
 
Some AR applications allow the user to add virtual elements to the appearance of 
other persons. In such cases, a person’s hybrid identity is not determined solely by 
that person. This can lead to complex social situations, which can be abused, for 
example in group situations at school (Wolf 2016). One example is the DeepNude 
app, which removes the clothing from images of women and leaves them looking 
realistically naked. The app was quickly removed from the internet in response to 
public uproar. Although the digitally modified naked body is not a ‘real’ body, 
removing clothing in this way still has to be regarded as an ‘invasion of sexual 
privacy’, according to Citron (quoted in Cole 2018). In the AR scenario presented 
earlier, artist-in-residence Roos Groothuizen shows a man trying to undress a 
woman using a DeepNude app. However, the women is registered in the ‘Do-not-
locate’ register, and can thus block being virtually undressed. 
 
Designing the hybrid public space 
AR technology has the potential to design our physical environment in various new 
ways and to give new functions and appearances to existing environments. With 
the technology, artists can place digital 3D installations in places that are physically 
inaccessible or where it is prohibited. The game Real Strike, for example, promises 
to transform a wood, a street or an office into a simulated war zone. Zombies 
Everywhere! invites the player to survive an AR apocalypse by fighting against 
zombies. And Spec Trek distributes virtual ghosts around the world and invites 
users to find and catch them. The possibilities are numerous. One could transform 
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a museum into an immersive educational environment or launch simulations in the 
study to prepare for work or difficult situations. The relative rigidity of the physical 
domain thus becomes flexible and fluid. Spaces are multifunctional and can quickly 
and easily assume new functions, without the need for physical renovation or new 
furniture. 
 
AR transforms our experience of a place, and can thus also affect prevailing 
standards regarding the social use of the space (Katell 2019, p. 294). This can lead 
to conflicts between AR users and non-users. Users can quite abruptly give new 
meanings to locations. Consequently, spaces are no longer constructed within a 
framework of tacit agreement, Katell writes, but become dependent on individual 
experiences and expectations. A train station can suddenly lose its traditional 
function and attract hordes of gamers who are there for reasons other than to catch 
the train. We saw this happening ourselves with Mirror Worlds. But something 
similar occurred with Pokémon GO, which in 2016 drew players to ‘inappropriate’ 
locations, such as protected nature reserves and cemeteries. As already 
mentioned, this can lead to social friction, but also create security risks. 
 
Perception of the public space 
AR can have a huge impact on the character of our public space. In the futuristic 
film Minority Report (Spielberg, US, 2002), we see people on the street being 
shown personal advertisements. AR brings this future vision a lot closer. Nor is it 
inconceivable that in time services will be offered that allow people to only have 
contact with specific acquaintances. Like with existing social media platforms, the 
service could block or filter out people the AR user does not wish to see or hear. 
The aforementioned AR application that filters the homeless out of a street scene is 
an unpleasant example of this possibility (Halting Problem 2016).  
 
Smart earbuds can also cause such effects as they offer users a constantly 
changing, personalised audio environment. Accordingly, augmented hearing could 
have a far-reaching impact on both users’ relationship with their environment and 
their interaction with other people (inside or outside the environment). Simply using 
earbuds de facto makes people less accessible. In fact, wearing them can actually 
deter others, because of the signal it sends, intentionally or otherwise, that the user 
does not wish to be disturbed (Noort 2020). Schnitzler (2014) fears that this 
individualisation of the perception of the public space will undermine its status as a 
communal public environment.  
 
Technology correspondent Metz expects that in future there will be various private 
AR platforms, and thus a variety of separate, collective hybrid spaces (Metz 2017). 
One refers in that context to a metaverse (a compound of meta and universe). Such 
a scenario raises numerous issues. Will people become even more divorced from 
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one another in these types of worlds? Will people be able to move from one 
metaverse to another? Will we start living in private metaverses, or will there also 
be public metaverses? 
 
Commercialisation of the public, private and personal space 
At present, almost all popular AR systems and hybrid environments are developed 
by large technology companies, which are profit driven. Consequently, there is a 
serious possibility that the existing and future applications on the market will 
contribute to the commercialisation of our public space, but also our private and 
personal space. For example, it is generally prohibited to erect billboards or 
construct buildings with advertising texts in a nature reserve. Within the hybrid 
environment, there is no regulation in this respect and there is no recognition yet of 
the public interest in hybrid public spaces. While many locations in the physical 
world are public property, the hybrid world is mainly privatised. We saw the effect of 
that in the case of Pokémon GO. In releasing the game, parent company Niantic 
turned almost the entire world into a game board for a commercial application.  
 
There are many new facets to the commercialisation of the environment through 
AR. With AR, virtual advertisements can be linked directly to the physical 
environment in which potential clients find themselves. That applies equally to 
public spaces, such as public parks and squares, and to private spaces, such as a 
person’s bedroom or office. Well-known examples are the commercialisation of the 
home environment through smart speakers with virtual assistants (see Rathenau 
Instituut 2020b). And, as mentioned earlier, digital commerce does not only involve 
advertising. AR provides an extensive market platform, in which money is earned 
by analysing, and making predictions out of personal data, which can be sold to 
commercial parties wishing to influence the behaviour of users. Consequently, not 
only the appearance of the environment can be commercialised, but what one 
observes, what one does, what one says and how one relates to others in the 
hybrid environment also can gain commercial significance. 

4.5 Conclusion 

In this chapter we discussed various societal and ethical issues that already exist or 
which will emerge in the near future with respect to the use of AR. We distinguish 
data issues, manipulation issues and spatial planning issues.  
 
Data issues arise because AR devices contain numerous sensors to monitor the 
AR user, other persons and their environment in minute detail in order to construct 
a realistic hybrid environment. Physical movements, gestures, facial expressions 
and behaviour are constantly registered with advanced sensors and cameras to 
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present a hybrid world that is as accurate and as interactive as possible. These 
sensors register a great many environmental data. In the process, they map 
objects, other users and non-users, which become part of the hybrid environment. 
These data often include intimate information about users and non-users. With 
those data, uniquely identifiable data profiles can be produced and shared.  
 
An AR device is also a cognitive prosthesis. It modifies our perception of reality. 
The AR device steers what we see, hear and feel. AR can influence the physical 
and mental well-being of users and can also exclude users. Because of the rapid 
development of the technology, AR offers increasingly powerful immersive 
experiences. As a result, it is increasingly difficult to make the distinction between 
virtual and physical, between fake and real. Consequently, parties that develop AR 
systems, platforms or content can exert considerable influence on what users 
experience. This can be useful for therapies and learning, but can also lead to 
situations in which consumers and citizens are digitally manipulated.  
 
Because AR links the digital world directly with the physical environment, it raises 
new issues in relation to spatial planning. This creates new possibilities to redesign 
the physical environment and to transform spaces such as railway stations into a 
classroom or a game environment. Issues arise as, with the use of AR, the 
generally commercialised digital world with its cookies and trackers seeps into 
spaces and habitats that used to be entirely physical and non-commercial.  
 
In the final chapter, we discuss how AR could be developed and applied in a 
socially responsible manner. We do this by formulating design rules for a liveable 
hybrid environment on the basis of the societal issues that have been identified in 
this chapter. 
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5 Eleven design rules for a liveable 
hybrid world 

5.1 Introduction  

How can AR be developed and applied in a socially responsible manner? In this 
concluding chapter we address the main question in this report on the basis of the 
findings from our study. In chapter 2 we discussed how AR works and some visions 
for the future of AR. Chapter 3 described how AR is currently embedding itself in 
society. With an evaluation of a number of practical applications of AR, we also 
identified a variety of societal and ethical issues raised by AR. Chapter 4 reflected 
on three types of issue that have been identified in the scientific literature: data 
issues, manipulation issues and spatial planning issues. In this chapter we 
formulate eleven design rules for a liveable hybrid world.  
 
These design rules should form the point of departure for the drafting of 
government policy. They call for action by various government actors, which we 
specify individually below. But addressing the issues raised is not a task for the 
government alone. Tackling social challenges calls for collective action (cf. 
Rathenau Instituut 2018b). The rules are therefore also intended to initiate public 
debate between politicians and businesses, knowledge institutes, social institutions 
and the general public. In our opinion, that debate must be conducted without 
delay. 

5.2 AR as a new environment 

Our study shows that AR could radically change the world we live in. AR devices 
modify our perception of the world and therefore herald a new phase in the 
information society in which we literally look at the world through the internet. The 
technology can act as a surveillance technology that meticulously monitors what is 
happening in our living rooms, in our work places and on the street. Based on this 
collected data, AR systems construct hybrid environments which consist of physical 
and virtual elements, such as navigation arrows, facial filters, virtual buildings or 
monsters. Those virtual layers are directly linked to the physical environment. With 
smartphones and headsets, AR users can experience the hybrid world and perform 
actions in it.  
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AR has left the realm of science fiction and is already being successfully applied. 
We discussed AR products that have already proved their value, such as products 
used to position marks on the decks of merchant vessels for the loading of cargoes 
and devices for vision picking in distribution centres. AR is already frequently used 
to design products, to provide education, as a therapeutic instrument or as a 
training device for defence forces. For example, the American army has already 
ordered more than 100,000 AR headsets (Brustein 2018). Many applications are 
still in the pilot phase. The described cases on the use of AR for brain surgery and 
AR technologies in the construction of the Boekelo bridge are examples of that.  
 
In the consumer domain, the applications are more massive. Smartphone 
applications such as Pokémon GO, Snapchat and TikTok have millions of users in 
the Netherlands alone. Smart earbuds and virtual assistants are further examples of 
popular AR applications that are increasingly prevalent on the street and in the 
home. Google Glass, which was launched in 2014 but taken off the market again a 
year later, has been resurrected and the smart glasses are now being produced 
again. Besides Google, Zeiss, Microsoft, Snap, Facebook and Apple are also 
developing wearables for consumers. The start-up Mojo Vision even hopes to be 
selling smart contact lenses within three years (Kastrenakes & Carman 2020).  
 
It is difficult to predict how and how quickly AR will develop in the coming years. In 
chapter 2 we sketched the visions of a number of techno-utopian thinkers for the 
future of AR which are guiding contemporary efforts in this field. In their view, AR 
will soon be as mainstream as the smartphone and people will be using the 
technology all the time. In the process, the distinction between the physical world 
and the virtual layers superimposed on it will gradually blur (true AR). There is a 
wide gap between this future vision and existing AR technology. It is also uncertain 
whether the consumer will continue to embrace AR and in what forms its use will 
win acceptance in society and the market.  
 
Nevertheless, we have to take the vision seriously because large companies are 
investing heavily in bringing it about. American and Chinese tech giants already 
employ many thousands of AR/VR employees, invest billions in AR annually and 
apply for thousands of patents every year. Tech companies therefore see AR as an 
important element of their future business model and are making huge capital 
investments to build the hybrid world of the future. They are doing so according to 
their own insights and in their own private interests. That is what happened with the 
internet and the danger is that it will now happen again with the hybrid world. That 
brings us to the first design principle for a liveable hybrid world. 
 
Design rule 1:  
Make a joint effort to create responsible AR 
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It is crucial that the hybrid world is not designed and constructed exclusively by 
(large) tech companies according to their own private interests. Politics and society 
must lead the way in designing a liveable hybrid world based on the public interest. 
The Rathenau Instituut stated earlier that there is a lack of public and political 
debate in the Netherlands and elsewhere about the desired role of immersive 
technologies such as AR (Rathenau Instituut 2018b, 2019). We see public 
discussion as an essential ingredient for increasing political and public awareness 
about the social significance of this technology. Greater awareness could ensure 
that we identify outstanding knowledge gaps, essential normative and regulatory 
frameworks and possibilities for a more inclusive manner of innovation. As in the 
case of artificial intelligence (AI), the social embedding of AR should receive more 
public and political attention in the coming years. The discussion should not be too 
one-sided. 

5.3 Data-related issues 

AR devices are surveillance machines that use sensors to collect numerous data 
about the AR user, non-users and the physical environment. This can only be done 
in a socially responsible manner if the privacy of the AR user and the anonymity of 
non-users is guaranteed in the process. 
 
Design rule 2: Guarantee the privacy of AR users 
 
Because people’s personal privacy should be protected and people have the right 
to be left in peace, it is important to protect the privacy of AR users. The Rathenau 
Instituut has observed on previous occasions that the current legal frameworks 
relating to biometric applications, like those used in AR devices, are inadequate 
(Rathenau Instituut 2015; 2020). Under the current legislation (such as the GDPR), 
privacy ought to be a guiding principle in the design of IT systems. Privacy-by-
design is a method by which AR devices can and should be designed in such a way 
as to minimise the use of sensor data, automatically anonymise data and properly 
safeguard data.  
 
Design rule 3: Guarantee the anonymity and privacy of non-users 
 
The use of AR glasses with cameras can threaten people’s anonymity everywhere. 
Biometric technologies pose a particular threat in that respect. AR glasses with 
facial recognition enable their users to identify other people. That was one of the 
main reasons for the public uproar about Google Glass. Various cafés prohibited its 
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use. AR devices with emotion recognition enable users to acquire information about 
a person’s mental state. Furthermore, the platforms and applications on AR 
systems can collect data and share them with third parties. Guaranteeing the 
anonymity and privacy of citizens is an important design principle for the public 
space (cf. Hof & Est 2011, p. 133). 
 
The Rathenau Instituut has previously advocated giving citizens the right not to be 
covertly monitored or influenced, through the use of biometric applications for 
example (Rathenau Instituut 2017a). The Dutch government has acknowledged 
that this right is already inherent in Article 10 of the Constitution and Article 8 of the 
European Convention on Human Rights (ECHR). In light of that, the legislature 
should decide whether the use of biometric applications in the public space should 
be permitted in Dutch society. Given the risks to society, a ban on the use of 
biometric applications in the public space, temporary or otherwise, is the most 
logical solution (Rathenau Instituut 2020a).  
 
Necessary action: Until rules are adopted at EU level, the Dutch government 
should impose a moratorium on the use of AR applications in the public space with 
which citizens can be uniquely identified through biometrics.  
 
Design rule 4: Clarify issues of both physical and virtual ownership in the 
hybrid world  
 
In 2019 the Rathenau Instituut called on the government to establish regulatory 
frameworks for the embedding of VR (Rathenau Instituut 2019). Members of 
parliament Van der Staaij and Van de Graaf submitted a motion calling on the 
Minister for Legal Protection to adopt those recommendations (Parliamentary 
Documents II 2019-2020, 35 300 VI, no. 73). The motion was adopted by a large 
majority in the House of Representatives. The minister has therefore asked the 
Ministry of Justice and Security’s Research and Documentation Centre (WODC) to 
investigate the adequacy of the existing rules and regulations relating to VR, AR 
and mixed reality (Parliamentary Documents II 2019-2020, 26 643, no. 689). 
 
In the case of AR, legal frameworks need to be drawn up to cover both the impact 
of AR on existing ownership and ownership of AR elements, such as virtual objects 
and avatars. AR applications can lead to violations of property rights or damage to 
private property because they entice people to specific locations. Physical 
properties, like someone’s house or car, can also be digitally modified or tarnished 
in the hybrid world. A possible solution might be a ‘Do not locate’ register, by which 
a local authority or individual user can indicate that their property may not be used 
for AR applications.  
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The second essential category of ownership regulation concerns the grey area of 
virtual or hybrid objects. The concept of ownership in the hybrid environment is not 
clear at the moment. The relationship between virtual elements and the platforms 
on which they appear is another source of uncertainty. A question that arises with 
AR is whether the user has exclusive rights to his or her own perception and 
kinematic profile. At present, companies collect such data via AR and, for example, 
monitor facial and eye movements, which enables them to see what users are 
observing. Data of this type are highly lucrative because they can be sold to parties 
that wish to profile and influence users. It is essential to formulate explicit legal 
provisions on this type of data.  
 
Necessary action: The Ministry of Justice and Security should clarify the legal 
frameworks concerning ownership of virtual objects, particularly in relation to the 
ownership of humans, including their body. 

5.4 Manipulation issues 

We classify an AR system as a digital prosthesis that can expand people’s cognitive 
and sensory capacities. For example, AR can provide users with additional 
information about the perceptible and non-perceptible world, distort the perception 
of reality and facilitate communication between people. For this to be done in a 
socially responsible manner, the following design rules should be followed.   
 
Design rule 5: Protect the mental and physical health of AR users  
 
AR-environments can enable people to learn to deal with various social situations in 
a safe and controlled manner. Accordingly, AR can accelerate and reduce the cost 
of learning processes. AR therapy could also help in treating certain mental 
disorders. Compared with other cyber therapies, such as digital therapy and VR, 
research and development in relation to therapies based on AR is still very new. 
Consequently, not enough is known about the effects and risks associated with the 
use of the technology in therapeutic situations, in particular on a long-term. Further 
scientific research is therefore needed in this field. 
 
Because AR directly links the physical and virtual and AR systems produce 
increasingly powerful simulations, it will eventually become more difficult for AR 
users to distinguish between fact and fiction. Apps such as Snapchat have filters 
that enable people to create an idealised digital self-image. Frequent use of AR 
filters could lead to addiction, a distorted self-image and sometimes even to body 
dysmorphic disorder (BDD). In other words, as well as its positive effects, more 
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research is also needed into the negative effects of AR on our mental and physical 
health. 
 
In light of the above, there is a need for scientific reflection on and public discussion 
of the social significance of AR as a technology that comes between us and reality 
and which mixes reality with fiction. From the perspective of ‘digital literacy’ – the 
collection of competencies that people need to contribute to our digitalizing society 
– it is important for people to learn how to deal with the phenomenon of augmented 
reality in a healthy and responsible manner. 
 
Necessary action: The Ministry of Health, Welfare and Sport should encourage 
research and public debate on the health effects of AR. The Ministry of Education, 
Culture and Science should ensure that coping with AR is covered in the policy on 
digital literacy.  
 
Design rule 6: Strengthen human capacities in a fair and dignified manner  
 
AR can enhance people’s cognitive capacities in various ways. Some of our cases, 
such as the Boekelo bridge, deck marking, and neuro-surgery case, clearly 
illustrate that. Those cases involved complex phenomena and tasks that can now, 
by using AR-technology, be understood and performed by others than experts 
alone.  
 
However, the opposite is also possible. If it is not used properly, AR could degrade 
human labour to robotic work, whereby the technology determines precisely when 
the employee has to perform specific actions. That is a prelude to deskilling, 
instrumentalisation of people and dehumanisation.  
 
In the long term, AR will possibly become a normal part of life, although the place 
that AR will ultimately occupy in human life is difficult to predict. Twenty years ago, 
few people could imagine that many of us would now be walking around with a 
smartphone in our pocket. We therefore have to start asking ourselves now whether 
everyone will benefit proportionately from the new opportunities created by AR. 
There is a risk of a new digital divide emerging. 
 
Design rule 7: Protect people’s cognitive autonomy  
 
For some time now, freedom of choice on the internet has been under pressure 
because of an increasing trend towards personalisation and monopolisation of the 
information provision (Rathenau Instituut 2012). The issue of fake news and 
disinformation, and their relationship to freedom of expression and democracy, has 
been a hot topic since the Cambridge Analytica scandal in 2018 (cf. Rathenau 
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Instituut 2018a). With AR, it is not only the supply of information that can be 
personalised, but also the perception and experience of reality. Broader than fake 
news, AR is therefore about a fake reality and the question of who determines what 
reality the user experiences. With AR, everything we see, hear or feel can be ‘fake’. 
Accordingly, the concept of the ‘filter bubble’ – where algorithms personalise our 
search for information on the internet – could also acquire far greater significance 
with AR. The algorithms used for AR determine how our immediate sensory 
experience of reality is filtered and pre-programmed. Ensuring that AR enhances 
people’s cognitive autonomy, or at least does not harm it, is therefore one of the 
biggest challenges of the AR era.  
 
There are also limits to cognitive autonomy. For example, using AR to undress 
other people digitally or to algorithmically filter homeless people out of the field of 
view of the AR user are indecent practices. These types of behaviour can be seen 
as forms of social discrimination or even digital dehumanisation. This type of 
filtering also has political relevance, because a world in which homeless people are 
rendered invisible with filters is one in which ‘the political importance of 
homelessness is low’ (Susskind 2018, p. 150). The limits of cognitive autonomy are 
currently determined by the parties that produce AR hardware, software and 
platforms. In this report we call for wider participation in this production process and 
for the formulation of standards and rules for the hybrid world based on a social 
perspective. 
 
Necessary action: The government should encourage research and debate into 
social standards and values (social etiquette) in the hybrid world.  
 
Design rule 8: Create fair power relationships in the hybrid world  
 
This study shows that many companies, large and small, regard AR as an attractive 
technology to develop and invest in. We focus here mainly on the role of large 
American and Chinese tech companies, such as Google, Microsoft, Facebook, 
Bytedance and Huawei. These companies dominate the current internet economy 
and are icons of surveillance capitalism, which is characterised by large-scale 
monitoring and influencing of the behaviour of consumers. There is an enormous 
information asymmetry between these internet companies and consumers, but also 
other companies (cf. Rathenau Instituut 2017; Nemitz 2018). These multinationals 
see AR as a key element of their future business model. We should not allow the 
now skewed power relationships on the internet – between companies and between 
companies and users – to also determine relationships in the field of AR. In an 
earlier study concerning VR, the Rathenau Instituut called for protection of 
consumers in the virtual world (Rathenau Instituut 2019). The same applies for the 
hybrid world. People give away, often unwittingly, their most intimate data, making 
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them vulnerable to market parties. Consumers need to be informed about their 
vulnerable position in this new market-dominated environment. 
 
Necessary action: The Ministry of Economic Affairs should clarify how the 
government will guarantee fair relationships between companies and between 
companies and users in the field of AR. 

5.5 Issues related to spatial planning 

AR creates a hybrid environment. Because of the impact that AR can have on the 
societal and cultural use of the virtual and physical worlds, the technology raises 
social and political issues. How do we interact with one another in this hybrid 
space? How public is the hybrid environment? Who decides on its design? In this 
section we zoom in on three issues that are raised by the hybridisation of various 
public, personal and private spaces. 
 
Design rule 9: Give citizens control over their physical-virtual identity  
 
With AR, virtual layers can be superimposed over the physical reality – and thus 
over the individual’s personal, most intimate, space. People can use digital filters to 
create their own hybrid identity, but also to do something similar to the identities of 
others.  
 
To ensure that people retain control over their physical-virtual identity, there has to 
be certainty about the precise meaning of the right to physical integrity in the 
context of AR. That right is laid down in Article 11 of the Dutch Constitution 
(‘Inviolability of the person’) and is intended to protect people against unwanted 
physical (medical) interventions on their body. In the age of AR, it is important to 
provide legal certainty that people can be protected against unwanted digital 
interventions on their body, and how that protection will be provided. 
 
One of the questions that arises in that context is to what extent informed consent is 
required to add a virtual layer to a person. What is or is not permitted in that 
respect? Should apps like DeepNude, with which a person can be digitally 
undressed, be permitted? Are people allowed to digitally filter other people out of 
their field of view? And to what extent should people be free to allow virtual 
commercials from companies in their personal hybrid space? 
 
Necessary action: The Ministry of Justice and Security should clarify the right to 
physical integrity in the context of AR. 
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Design rule 10: Create public spaces in the hybrid world 
 
Public space is public property and is in principle accessible to everyone. Pleasant 
public spaces help to create a good living environment and lays the basis for the 
development of citizens and their relationship with each other. However, there is far 
less recognition and pursuit of the public interest in digital and hybrid public spaces. 
Since the 1990s, there have been advocates who plea for government action to 
guarantee the public, open and democratic nature of the internet. Despite their 
appeals, the internet is now controlled mainly by large tech companies. They have 
commercialised the internet in order to earn money from data. While many locations 
in the physical world are public property, the virtual world is heavily privatised.  
 
With AR, the digital domain colonises the physical world, and with it the communal 
public space. As a result, the public character of the public sphere could come 
under pressure in two interconnected ways. In the first place, AR could lead to the 
commercialisation of every physical space – including public spaces such as nature 
reserves, beaches and squares. We have seen how the company Niantic 
appropriated public space with the game Pokémon GO.  
 
Secondly, the experience of public space could come to be digitally personalised 
through AR. Because AR can further personalise the perception of reality, there is a 
risk that the notion of a public sphere rooted in common experience will disappear. 
This process of individualisation is already underway through the use of 
smartphones, smart earbuds and the use of AR filters. In the long run, this trend 
could increase and even lead to a situation in which various AR platforms each 
create, own and manage their own exclusive metaverse, or collective physical-
virtual space (Metz 2017). Such exclusive and commercialised hybrid, physical-
virtual public space are undesirable. To guarantee the liveability of the hybrid world, 
the government must endeavour to safeguard its public character in the long term. 
The government should investigate what is required to accomplish that. One 
question that needs to be answered is whether a public and open source AR 
platform should be developed. Since the world does not end at the Dutch borders, 
there could be an important task for the European Commission in that regard. This 
issue is closely connected to the current discussion about European digital 
sovereignty (EPRS 2020).  
 
Necessary action: The government should investigate how the public character of 
the hybrid public space can be safeguarded in the long term. 
 
Design rule 11: Design the hybrid environment in a socially responsible 
manner 
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The Netherlands considers it important to take account of numerous public and 
private interests in designing the physical environment. AR raises the question of 
how the physical-virtual hybrid world can be designed in a socially responsible 
manner. We often treat our physical environment with care. For example, 
municipalities have committees to advise on aesthetics and heritage, whose task is 
to verify that building plans are consistent with the public interest of the typical 
character of neighbourhoods, districts and regions. What requirements should be 
stipulated for the quality of the hybrid environment? A specific issue in relation to 
spatial planning is deciding on those environments in which particular forms of AR 
should or should not be permitted. We have seen that AR games can clash with the 
legal and social rules that apply at particular locations, for example in a nature 
reserve or a cemetery. AR can also create security risks. The use of Pokémon GO 
at hazardous locations has led to fatal accidents, for example. One of Roos 
Groothuizen’s AR scenarios addresses this issue with signposts and maps showing 
where AR is forbidden or where people are actually encouraged to use AR (see 
figure 1.3).  
 
Because the use of AR will influence the use of public space in a variety of ways, it 
is important for the government to explore how the hybrid physical-virtual 
environment can be designed in a socially responsible manner.  
 
Necessary action: The government should explore how the hybrid environment 
can be designed in a socially responsible manner. 

5.6 Joint search for rules for AR 

With the rise of the internet in the 1990s, many in society were very hopeful that it 
would help to create a new digital public space that would increase democratisation 
and emancipation in the world. In the last few decades, the internet has mainly 
become a commercial zone dominated by large internet companies. Customs and 
behaviour on the internet are largely determined by the rules of surveillance 
capitalism.  
 
With the emergence of AR, there is far too little reflection on and discussion of the 
future of the hybrid, physical-virtual world. The development of the technology, the 
necessary infrastructure and the design of hybrid spaces is dominated almost 
entirely by the multinational companies that have shaped the internet. That 
guarantees a commercialised hybrid environment in which personal data are a 
valuable commodity and are collected without the knowledge of the data subjects. It 
is important for politics and the public to involve themselves in this development. 
There is a lot at stake with AR – our most intimate data as well as our perception of 
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reality. From the perspective of the public interest, leaving the development of AR 
entirely to the market would be irresponsible.  
 
From a democratic perspective, it is essential that the design of our current and 
future hybrid environment is guided by public values. If we want to fashion a 
liveable hybrid world that is democratic, we have to invest in social innovation. We 
need to find a common language to talk about this new world, the social etiquette 
there and relevant economic and legal rules. We need to do this together, which 
means with the general public, knowledge institutes, civil-society organisations and 
businesses.  
 
Citizens should be involved, because they will be living in the hybrid worlds of the 
future and therefore have a great interest in the quality of life in those worlds. 
Playing an active role in designing hybrid worlds calls for technological citizenship 
(Est 2016). For their part, knowledge institutes can clarify the challenges posed by 
new technologies, and identify solutions. Civil-society organisations can initiate 
public and political debate about AR and keep the public informed, but also place 
their (individual) interests in a broader (social) perspective. And since businesses 
play a key role in designing and marketing hybrid worlds, it is crucial that they also 
accept their social responsibility. However, the government must propel and 
facilitate the search for this new language, etiquette and rules. 
  



 87 

Bibliography 

Acquisti, A., R. Gross & F. D. Stutzman (2014). ‘Face recognition and privacy in the age of 
augmented reality’. Journal of Privacy and Confidentiality 6, nr. 2, pp. 1-20. DOI: 
10.29012/jpc.v6i2.638. 
 
Ahmad, N., R. A. R. Ghazilla, N. M. Khairi & V. Kasi (2013). ‘Reviews on various inertial 
measurement unit (IMU) sensor applications’. International Journal of Signal Processing 
Systems 1, nr. 2, pp. 256-262. DOI: 10.12720/ijsps.1.2.256-262. 
 
Araiza-Illan, D., A. De San Bernabe, F. Hongchao & L.Y. Shin (2019). ‘Augmented Reality 
for Quick and Intuitive Robotic Packing Re-Programming’. In: 14th ACM/IEEE International 
Conference on Human-Robot Interaction (HRI), pp. 664-664. DOI: 
10.1109/HRI.2019.8673327. 
 
Arth, C., R. Grasset, L. Gruber, T. Langlotz, A. Mulloni & D. Wagner. (2015). ‘The History of 
Mobile Augmented Reality’. In: Computer Graphics & Vision (conferentiebundel). 
https://arxiv.org/pdf/1505.01319.pdf. 
 
Bailey, J. O. & J. N. Bailenson (2017). ‘Considering virtual reality in children’s lives’. Journal 
of Children and Media 11, nr. 1, pp. 107-113. DOI: 10.1080/17482798.2016.1268779. 
 
Bala, S. (2018). ‘The history (and future) of augmented reality.’ Graphics and Gaming blog, 
August 1. https://community.arm.com/developer/tools-software/graphics/b/blog/posts/the-
history-of-augmented-reality. 
 
Baranov, M. (2018). ‘Acoustic Noise Cancellation by Machine Learning’. Website Towards 
Data Science, June 26. https://towardsdatascience.com/acoustic-noise-cancellation-by-
machine-learning-4144af497661. 
 
Baum, L. F. (1901). The master key: An electrical fairy tale founded upon the mysteries of 
electricity and the optimism of its devotees. It was written for boys, but others may read it. 
Indianapolis: Bowen-Merrill Company. 
 
Bogaard, A. van den, H. Lintsen, F. Veraart & O. de Wit (red.) (2008). De eeuw van de 
computer: De geschiedenis van de informatietechnologie in Nederland. Deventer: Kluwer. 
 
Bolter, J. D., M. Engberg & B. MacIntyre. (2013). ‘Media Studies, Mobile Augmented 
Reality, and Interaction Design’. Interactions 20, nr. 1, pp. 36-45. DOI: 
10.1145/2405716.2405726. 

https://arxiv.org/pdf/1505.01319.pdf
https://community.arm.com/developer/tools-software/graphics/b/blog/posts/the-history-of-augmented-reality
https://community.arm.com/developer/tools-software/graphics/b/blog/posts/the-history-of-augmented-reality
https://towardsdatascience.com/acoustic-noise-cancellation-by-machine-learning-4144af497661
https://towardsdatascience.com/acoustic-noise-cancellation-by-machine-learning-4144af497661


 88 

 
Bradshaw, T. & Lewis, L. (2016). ‘Advertisers set for a piece of ‘Pokemon Go’, In: Financial 
Times, July 13. https://www.ft.com/content/75942b12-48ba-11e6-b387-64ab0a67014c. 
 
Brinkman, B. (2014). ‘Ethics and Pervasive Augmented Reality: Some Challenges and 
Approaches.’ In: K. D. Pimple (red.). Emerging Pervasive Information and Communication 
Technologies (PICT): Ethical Challenges, Opportunities and Safeguards, pp. 149-175. DOI: 
10.1007/978-94-007-6833-8_8.  
 
Brustein, J. ‘Microsoft Wins $480 Million Army Battlefield Contract’. In: Bloomberg, 
November 28. Https://www.bloomberg.com/news/articles/2018-11-28/microsoft-wins-480-
million-army-battlefield-contract. 
 
Buolamwini, J. & T. Gebru (2018). ‘Gender Shades: Intersectional Accuracy Disparities in 
Commercial Gender Classification’. In: Proceedings of the 1st Conference on Fairness, 
Accountability and Transparency, pp. 77-91. 
http://proceedings.mlr.press/v81/buolamwini18a/buolamwini18a.pdf. 
 
Cebulla, A. (2013). ‘Projection-based augmented reality.’ In: Distributed Systems Seminar 
FS2013. https://www.vs.inf.ethz.ch/edu/FS2013/DS/reports/AlexanderCebulla_ProjectionBa
sedAugmentedReality_report.pdf. 
 
Chen, Z., J. Li, Y. Hua, R. Shen & A. Basu (2017). ‘Multimodal interaction in augmented 
reality’. In: 2017th IEEE International Conference on Systems, Man, and Cybernetics 
(SMC). DOI:10.1109/smc.2017.8122603.  
 
Chen, Y. Q. Wang, H. Chen, X. Song, H. Tang & M. Tian (2019). ‘An overview of 
augmented reality technology’. Journal of Physics: Conference Series 1237, nr. 2. DOI: 
10.1088/1742-6596/1237/2/022082. 
 
Caudell, T. & D. Mizell (1992). ‘Augmented Reality: An Application of Heads-Up Display 
Technology to Manual Manufacturing Processes’. In: Proceedings of the Twenty-Fifth 
Hawaii International Conference on System Sciences. DOI: 10.1109/HICSS.1992.183317. 
 
Cole, S. (2019). ‘This horrifying app undresses a photo of any woman with a single click’. In: 
Vice, June 26. https://www.vice.com/en_us/article/kzm59x/deepnude-app-creates-fake-
nudes-of-any-woman. 
 
Conger, C., R. Fausset & S. Kovaleski (2019). ‘San Francisco Bans Facial Recognition 
Technology’. In: New York Times, May 14. https://www.nytimes.com/2019/05/14/us/facial-
recognition-ban-san-francisco.html. 
 

https://www.ft.com/content/75942b12-48ba-11e6-b387-64ab0a67014c
https://www.bloomberg.com/news/articles/2018-11-28/microsoft-wins-480-million-army-battlefield-contract
https://www.bloomberg.com/news/articles/2018-11-28/microsoft-wins-480-million-army-battlefield-contract
https://www.nytimes.com/2019/05/14/us/facial-recognition-ban-san-francisco.html
https://www.nytimes.com/2019/05/14/us/facial-recognition-ban-san-francisco.html


 89 

Croll, A. (2010). ‘Welcome to post humanity’. Website Human 2.0, April 21. 
http://human20.com/welcome-to-posthumanity/. 
 
Crum, P. (2019). ‘Hearables Will Monitor Your Brain and Body to Augment Your Life’. IEEE 
Spectrum blog, May 1. https://spectrum.ieee.org/consumer-
electronics/audiovideo/hearables-will-monitor-your-brain-and-body-to-augment-your-life. 
 
Cummings, J. J. & J. N. Bailenson (2016). ‘How immersive is enough? A meta-analysis of 
the effect of immersive technology on user presence’. Media Psychology 19, nr. 2, pp. 272-
309. DOI: 10.1080/15213269.2015.1015740. 
 
Daily News. (2015). ‘Google Glass, too expensive and freakish, pulled for redesign’. Daily 
News, January 15. https://www.dailynews.com/2015/01/15/google-glass-too-expensive-and-
freakish-pulled-for-redesign/. 
 
Dijk, J. van (2014). ‘Wat is persoonlijke ruimte?’. Website De Omgevingspsycholoog, 
January 21. https://www.omgevingspsycholoog.nl/persoonlijke-ruimte. 
 
Dijkhuizen, B. (2017). ‘Nieuwe Google-Glass-variant maakt comeback in het magazijn’. 
Website Logistiek, July 25. https://www.logistiek.nl/warehousing/nieuws/2017/07/google-
glass-maakt-comeback-het-magazijn-101157472 
 
Eckel, G. (2001). ‘Immersive audio-augmented environments: the LISTEN project’. In: 
Proceedings Fifth International Conference on Information Visualisation, pp. 571-573. DOI: 
10.1109/iv.2001.942112.  
 
Est, R. van (2016) Technologisch burgerschap als dé democratische uitdaging van de 
eenentwintigste eeuw. Christen Democratische Verkenningen 3, pp. 108-115. 
 
Facebook (2019a). ‘Facebook is building the future of connection with lifelike avatars’. 
Website Tech@Facebook, March 13. https://tech.fb.com/codec-avatars-facebook-reality-
labs/. 
 
Facebook (2019b). ‘Inside Facebook Reality Labs: Research updates and the future of 
social connection’. Website Tech@Facebook, September 25. https://tech.fb.com/inside-
facebook-reality-labs-research-updates-and-the-future-of-social-connection.  
 
Fan, Z., C. Ma, Zhang, X. & H. Liao. (2019). ‘3D Augmented Reality-Based Surgical 
Navigation and Intervention’. In: T. M. Peters, C. A. Linte, Z. Yaniv & J.  Williams (red.). 
Mixed and Augmented Reality in Medicine. Boca Raton: Taylor and Francis, pp. 251-264. 
DOI: 10.1201/9781315157702-17. 
 

http://human20.com/welcome-to-posthumanity/
https://spectrum.ieee.org/consumer-electronics/audiovideo/hearables-will-monitor-your-brain-and-body-to-augment-your-life
https://spectrum.ieee.org/consumer-electronics/audiovideo/hearables-will-monitor-your-brain-and-body-to-augment-your-life
https://doi.org/10.1080/15213269.2015.1015740
https://www.dailynews.com/2015/01/15/google-glass-too-expensive-and-freakish-pulled-for-redesign/
https://www.dailynews.com/2015/01/15/google-glass-too-expensive-and-freakish-pulled-for-redesign/
https://www.omgevingspsycholoog.nl/persoonlijke-ruimte
https://www.logistiek.nl/warehousing/nieuws/2017/07/google-glass-maakt-comeback-het-magazijn-101157472
https://www.logistiek.nl/warehousing/nieuws/2017/07/google-glass-maakt-comeback-het-magazijn-101157472
https://tech.fb.com/codec-avatars-facebook-reality-labs/
https://tech.fb.com/codec-avatars-facebook-reality-labs/
https://tech.fb.com/inside-facebook-reality-labs-research-updates-and-the-future-of-social-connection/
https://tech.fb.com/inside-facebook-reality-labs-research-updates-and-the-future-of-social-connection/


 90 

Farfaces. (2020). ‘Fast & Reliable Real-Time Mobile Facial Recognition’. Website Farfaces. 
https://farfaces.net/. 
 
Finn, R. L., D. Wright & M. Friedewald (2013). ‘Seven types of privacy’. In: S. Gutwirth, R. 
Leenes, P. de Hert & Y. Poullet (red). European Data Protection: Coming of Age. Dordrecht: 
Springer, pp. 3-32. DOI: 10.1007/978-94-007-5170-5_1. 
 
Funk, M., M. Kritzler & F. Michahelles (2017). ‘HoloLens is more than air Tap’. In: 
Proceedings of the Seventh International Conference on the Internet of Things – IoT 31, 
pp.1-2. DOI: 10.1145/3131542.3140267.  
 
Gammeter, S., A. Gassmann, L. Bossard, T. Quack & L. Van Gool (2010). ‘Server-side 
object recognition and client-side object tracking for mobile augmented reality’. In: 2010 
IEEE Computer Society Conference on Computer Vision and Pattern Recognition – 
Workshops, pp. 1-8. DOI: 10.1109/CVPRW.2010.5543248. 
 
Gelernter, D. (1991). Mirror Worlds: or the Day Software Puts the Universe in a Shoebox... 
How It Will Happen and What It Will Mean. New York: Oxford University Press. 
 
Gershgorn, D. (2017). ‘Google has built earbuds that translate 40 languages in real time’. 
Website Quartz, October 4. https://qz.com/1094638/google-goog-built-earbuds-that-
translate-40-languages-in-real-time-like-the-hitchhikers-guides-babel-fish/. 
 
Ghaffary, S. & R. Molla (2020). ‘How tech companies are trying to make augmented and 
virtual reality a thing, again.’ Vox, February 11. 
https://www.vox.com/recode/2020/2/11/21121275/augmented-virtual-reality-hiring-software-
engineers-hired. 
 
Graham, M. (2017). ‘Digitally Augmented Geographies’. In: R. Kitchin, T. P. Lauriault & M. 
W. Wilson (red.). Understanding Spatial Media. London, Sage, pp. 44-55. DOI: 
10.4135/9781526425850.n4. 
 
Gunn, W. & J. Donovan, J. Pedersen, J. Buur & L. Boer (2015). ‘Provotypes are Provocative 
Prototypes’ (preprint). DOI: 10.13140/RG.2.1.2996.1686. 
 
Halting Problem (2016). ‘Tech bro creates augmented reality app to filter out homeless 
people’. Website Medium, February 23. https://medium.com/halting-problem/tech-bro-
creates-augmented-reality-app-to-filter-out-homeless-people-3bf8d827b0df. 
 
Hautala, L. (2016). ‘Pokemon Go: Gotta catch all your personal data’. Website CNET, July 
11. https://www.cnet.com/news/pokemon-go-gotta-catch-all-your-personal-data/. 
 

https://www.vox.com/recode/2020/2/11/21121275/augmented-virtual-reality-hiring-software-engineers-hired
https://www.vox.com/recode/2020/2/11/21121275/augmented-virtual-reality-hiring-software-engineers-hired
https://www.cnet.com/news/pokemon-go-gotta-catch-all-your-personal-data/


 91 

Henriksson, E. A. (2018). ‘Data protection challenges for virtual reality applications’. 
Interactive Entertainment Law Review 1, nr. 1, pp. 57-61. DOI: 10.4337/ielr.2018.01.05. 
 
Hern, A. (2020). ‘Snapchat firm unveils platform plan to take on Google and Apple’. In: The 
Guardian, June 15. https://www.theguardian.com/technology/2020/jun/15/snapchat-firm-
unveils-platform-plan-to-take-on-google-and-apple. 
 
Hof, C. van ‘t & R. van Est (eds..) (2011). Check in / Check out: The public space as an 
Internet of Things. Rotterdam / Den Haag: NAi Publishers / Rathenau Instituut. 
 
Hof, C. van ‘t, J. Timmer & R. van Est (red.) (2012). Voorgeprogrammeerd: Hoe internet ons 
leven leidt. Den Haag: Boom Lemma. 
 
Howe, K. B., C. Suharlim, P. Ueda, D. Howe, I. Kawachi & E. B. Rimm (2016). ‘Gotta 
catch’em all! Pokémon GO and physical activity among young adults: difference in 
differences study’. In: The BMJ, nr. 255. DOI: https://doi.org/10.1136/bmj.i6270. 
 
Hu, D & E. Wu. (2019). ‘Designing a planet-scale real-world AR platform’. Website 
Nianticlabs, February 27. https://nianticlabs.com/en/blog/nrwp-update. 
 
Hunt, E. (2019). ‘Faking it: how selfie dysmorphia is driving people to seek surgery’. In: The 
Guardian, January 23. https://www.theguardian.com/lifeandstyle/2019/jan/23/faking-it-how-
selfie-dysmorphia-is-driving-people-to-seek-surgery. 
 
Ingraham, N.  (2013). ‘Google Glass headset with bone-conduction speakers revealed in 
FCC filing’. In: The Verge, January 31. 
https://www.theverge.com/2013/1/31/3938182/google-glass-revealed-in-fcc-filing. 
  
Japan Times, The. (2020). ‘Mother 'reunited' with dead daughter on South Korean VR 
show’. In: The Japan Times, February 15. 
https://www.japantimes.co.jp/news/2020/02/15/business/tech/mother-reunited-dead-
daughter-south-korean-vr-show/#.Xrlu_8CxU2w. 
 
Jeon, S. & S. Choi (2009). ‘Haptic augmented reality: Taxonomy and an example of 
stiffness modulation’. Presence: Teleoperators and Virtual Environments 18, nr. 5, pp. 387-
408. DOI: 10.1162/pres.18.5.387. 
 
Jiang, B., U. Neumann & Y. Suya (2004). ‘A robust hybrid tracking system for outdoor 
augmented reality’. In: IEEE Virtual Reality 2004 (conferentiebundel). 
DOI:10.1109/vr.2004.1310049. 
 

https://www.theguardian.com/technology/2020/jun/15/snapchat-firm-unveils-platform-plan-to-take-on-google-and-apple
https://www.theguardian.com/technology/2020/jun/15/snapchat-firm-unveils-platform-plan-to-take-on-google-and-apple
https://nianticlabs.com/en/blog/nrwp-update
https://www.theguardian.com/lifeandstyle/2019/jan/23/faking-it-how-selfie-dysmorphia-is-driving-people-to-seek-surgery
https://www.theguardian.com/lifeandstyle/2019/jan/23/faking-it-how-selfie-dysmorphia-is-driving-people-to-seek-surgery
https://www.theverge.com/2013/1/31/3938182/google-glass-revealed-in-fcc-filing
https://www.japantimes.co.jp/news/2020/02/15/business/tech/mother-reunited-dead-daughter-south-korean-vr-show/#.Xrlu_8CxU2w
https://www.japantimes.co.jp/news/2020/02/15/business/tech/mother-reunited-dead-daughter-south-korean-vr-show/#.Xrlu_8CxU2w


 92 

Jindal, A., et al. (2018). ‘Enabling full body AR with Mask R-CNN2Go. Website Facebook 
Research, January 25. https://research.fb.com/enabling-full-body-ar-with-mask-r-cnn2go/. 
 
Jost, J., T. Kirks, P. Gupta, D. Lünsch & J. Stenzel (2018). ‘Safe Human-Robot-Interaction 
in Highly Flexible Warehouses using Augmented Reality and Heterogenous Fleet 
Management System’. In: 2018 IEEE International Conference on Intelligence and Safety 
for Robotics (ISR), pp. 256-260. DOI: 10.1109/IISR.2018.8535808. 
 
Kastrenakes, J. & A. Carman (2020). ‘This startup wants to put a tiny display on a contact 
lens’. In: The Verge, January 16. https://www.theverge.com/2020/1/16/21067683/mojo-
smart-contact-lens-augmented-reality-startup. 
 
Katell, M., F. Deschesne, B.-J. Koops & P. Meessen (2019). ‘Seeing the whole picture: 
Visualising socio-spatial power through augmented reality.’ Law, Innovation and Technology 
11, nr. 2, pp. 279-310. DOI: 10.1080/17579961.2019.1665800. 
 
Kehe, J. (2014). ‘Microsoft Hololens merges the physical world with virtual reality’. In: 
WIRED, 10 december. https://www.wired.co.uk/article/project-hololens. 
 
Kelly, K. (2019). ‘AR Will Spark the Next Big Tech Platform – Call it Mirrorworld’. In: WIRED, 
12 februari. https://www.wired.com/story/mirrorworld-ar-next-big-tech-platform/. 
 
Kelion, L. (2019). ‘Microsoft HoloLens 2 augmented reality headset unveiled’. In: BBC 
News, February 24. https://www.bbc.com/news/technology-47350884. 
 
Kipman, A. (2016). ‘A futuristic vision of the age of holograms’ (video). Website TED 
Conference. 
https://www.ted.com/talks/alex_kipman_a_futuristic_vision_of_the_age_of_holograms/trans
cript?referrer=playlist-10_years_of_ted_talks. 
 
Kitanovski, V. & E. Izquierdo (2011). ‘3d tracking of facial features for augmented reality 
applications’. In: WIAMIS 2011: 12th International Workshop on Image Analysis for 
Multimedia Interactive Services.  
 
Kopfstein, J. (2016). ‘The dark side of VR. Virtual Reality Allows the Most Detailed, Intimate 
Digital Surveillance Yet’. Website The Intercept, December 23. 
https://theintercept.com/2016/12/23/virtual-reality-allows-the-most-detailed-intimate-digital-
surveillance-yet/. 
 
Kotsios, A. (2015). ‘Privacy in an Augmented Reality’. International Journal of Law and 
Information Technology 23, nr. 2, pp. 157-185. DOI: 10.1093/ijlit/eav003. 
 

https://research.fb.com/enabling-full-body-ar-with-mask-r-cnn2go/
https://www.wired.co.uk/article/project-hololens
https://www.wired.com/story/mirrorworld-ar-next-big-tech-platform/
https://www.bbc.com/news/technology-47350884
https://www.ted.com/talks/alex_kipman_a_futuristic_vision_of_the_age_of_holograms/transcript?referrer=playlist-10_years_of_ted_talks
https://www.ted.com/talks/alex_kipman_a_futuristic_vision_of_the_age_of_holograms/transcript?referrer=playlist-10_years_of_ted_talks


 93 

Kudina, O. & P. P. Verbeek (2019). ‘Ethics from within: Google Glass, the Collingridge 
dilemma, and the mediated value of privacy’. Science, Technology, & Human Values 44, nr. 
2, pp. 291-314. DOI: 10.1177/0162243918793711, 
 
Kunert, C., T. Schwandt & W. Broll. (2019). ‘An Efficient Diminished Reality Approach Using 
Real-Time Surface Reconstruction’. In: Proceedings of the 2019 International Conference 
on Cyberworlds (CW), pp. 9-16. DOI: 10.1109/CW.2019.00010, 
 
Lemley, M. A. & E. Volokh (2018). ‘Law, virtual reality, and augmented reality’. University of 
Pennsylvania Law Review 166, nr. 5, pp. 1051-1138. DOI: 10.2139/ssrn.2933867. 
 
Li, L. (2014). ‘Time-of-flight camera – an introduction’. Technical white paper, SLOA190B. 
http://www-cs.ccny.cuny.edu/~wolberg/capstone/kinect/ToFBasicsTI14.pdf. 
 
Lu, W., D. McFarlane, V. Giannikas & Q. Zhang (2016). ‘An algorithm for dynamic order-
picking inwarehouse operations’. European Journal of Operational Research 248, nr. 1, pp. 
107-122. DOI: 10.1016/j.ejor.2015.06.074. 
 
Madary, M. & T. K. Metzinger (2016). ‘Real virtuality: a code of ethical conduct. 
Recommendations for good scientific practice and the consumers of VR-technology’. . 
Frontiers in Robotics and AI 3, nr. 3. DOI: 10.3389/frobt.2016.00003 
 
Mann. S. (2013). ‘Wearable Computing’. In: Soegaard, M. & D. R. Friis (red.). The 
Encyclopedia of Human-Computer Interaction (online, 2nd edition). The Interaction Design 
Foundation. https://www.interaction-design.org/literature/book/the-encyclopedia-of-human-
computer-interaction-2nd-ed. 
 
Mann, S., T. Furness, Y. Yuan, J. Iorio & Z. Wang (2018). ‘All Reality: Virtual, Augmented, 
Mixed (X), Mediated (X, Y), and Multimediated Reality’ (postprint). 
https://arxiv.org/abs/1804.08386. 
 
Manovich, L. (2006). ‘The Poetics of Augmented Space’. Visual Communication 5, nr. 2, pp. 
219-240. DOI: 10.1177/1470357206065527. 
 
Marín, E. & P. E. G. Prieto & M. M. Gómez & D. Villegas (2016). ‘Head-up displays in 
driving’. In: Intelligent Transportation Systems (conference issue). 
https://arxiv.org/abs/1803.08383. 
 
Martins, J. (2018). ‘The Audio Voice: Hearables and Augmented Reality’. Website Gaudio 
Lab, October 25. https://gaudiolab.com/the-audio-voice-hearables-and-augmented-reality. 
 

https://www.researchgate.net/deref/http%3A%2F%2Fdx.doi.org%2F10.2139%2Fssrn.2933867
https://doi.org/10.3389/frobt.2016.00003
https://arxiv.org/abs/1804.08386
https://gaudiolab.com/the-audio-voice-hearables-and-augmented-reality/


 94 

McClure, W. T. (2017) ‘When the virtual and real worlds collide: Beginning to address the 
clash between real property rights and augmented reality location-based technologies 
through a federal do-not-locate registry.’ Iowa Law Review 103, nr. 1, pp. 331-366. 
 
McCorskey, M. (2018). ‘I downloaded my data to see what dirt these companies have on 
me, and probably you, too.’ Website The Chimes, April 12. 
https://cuchimes.com/04/2018/facebook-data. 
 
McGreal, R. (2018) ‘Hearables for online learning’. The International Review of Research in 
Open and Distributed Learning 19, nr. 4. DOI: 10.19173/irrodl.v19i4.4142. 
 
Metz, C. (2017). ‘The rise of AR will recreate our filter bubbles in the real world’. In: WIRED, 
20 april. https://www.wired.com/2017/04/rise-ar-will-unleash-competing-corporate-realities/. 
 
Meulen, H. van der, L. A. Kun & O. Shaer (2017). ‘What Are We Missing? Adding Eye-
Tracking to the HoloLens to Improve Gaze Estimation Accuracy’. In: Proceedings of the 
2017 ACM International Conference on Interactive Surfaces and Spaces, pp. 396-400. DOI: 
10.1145/3132272.3132278. 
 
Microsoft (2019). ‘HoloLens 2 hardware’. Wesbite Microsoft, September 17. 
https://docs.microsoft.com/en-us/hololens/hololens2-hardware. 
 
Miller, M. R., H. Jun, F. Herrera, J. Yu Villa, G. Welch & J. N. Bailenson. (2019). ‘Social 
interaction in augmented reality’. PloS one 14, nr. 5. DOI: 10.1371/journal.pone.0216290. 
 
Miller, E., T. Raya. S. Paniagua & G. Moore. (2020). ‘Manage user identity and sign-in for 
HoloLens’. Website Microsoft, Januari 6. https://docs.microsoft.com/en-
us/hololens/hololens-identity. 
 
Munnik, R. (2013). Tijdmachines: Over de technische onderwerping van vergankelijkheid en 
duur. Zoetermeer: Klement. 
 
Nayak, K., D. Kotak & H. Narula (2014). ‘Google glass: Taking wearable technology to the 
next level’.  International Journal of Current Engineering and Technology 4, nr. 4, pp. 2827-
2830. 
 
Nelson, R. (2016). ‘Pokémon GO Hit 50 Million Downloads in Record Time, Now at More 
Than 75 Million Worldwide’. Website SensorTower, July 25. 
https://sensortower.com/blog/pokemon-go-50-million-downloads. 
 

https://www.wired.com/2017/04/rise-ar-will-unleash-competing-corporate-realities/
https://docs.microsoft.com/en-us/hololens/hololens2-hardware
https://doi.org/10.1371/journal.pone.0216290
https://docs.microsoft.com/en-us/hololens/hololens-identity
https://docs.microsoft.com/en-us/hololens/hololens-identity
https://sensortower.com/blog/pokemon-go-50-million-downloads


 95 

Nemitz, P.F. (2018). ‘Constitutional democracy and technology in the age of Artificial 
Intelligence’. In: Royal Society Philosophical Transactions, October 15. DOI: 
10.1098/rsta.2018.0089. 
 
Noort, W. van (2020). ‘Noise-cancelling reduceert de ander tot ruis.’ In: NRC, Jauary 9. 
https://www.nrc.nl/nieuws/2020/01/09/geen-oor-voor-een-ander-a3986144. 
 
Nuheara (2019). ‘Hearables: The Past, Present and Future of In-Ear Devices’. Website 
Nuheara, November 18. https://www.nuheara.com/news/hearables-devices-past-present-
future/. 
 
NU.nl. (2020). ‘Pokémon GO-spelers gaven in 2019 meer dan ooit uit aan de game’. In: 
NU.nl, January 10. https://www.nu.nl/tech/6022874/pokemon-go-spelers-gaven-in-2019-
meer-dan-ooit-uit-aan-de-game.html. 
 
O’Brolcháin, F., T. Jacquemard, D. Monaghan, N. O’Connor, P. Novitzky & B. Gordijn 
(2016). ‘The Convergence of Virtual Reality and Social Networks: Threats to Privacy and 
Autonomy’. Science and Engineering Ethics 22, nr. 1, pp. 1-29. DOI: 10.1007/s11948-014-
9621-1. 
 
O’Kane, S. (2016). ‘Smart headphones with voice recognition could help you miss fewer 
conversations’. In: The Verge, December 5. 
https://www.theverge.com/circuitbreaker/2016/12/5/13841776/stages-hero-headphones-
noise-cancellation-augemented-sound#0. 
 
Oosterveer, D. (2020). ‘Social media in Nederland 2020: TikTok is domein van kinderen, 
uittocht jongeren op Facebook’. Website Marketingfacts, January 25. 
https://www.marketingfacts.nl/berichten/social-media-in-nederland-2020. 
 
Pardes, A. (2017). ‘Ikea's New App Flaunts What You'll Love Most About AR’. In: WIRED, 
September 28. https://www.wired.com/story/ikea-place-ar-kit-augmented-reality/. 
 
Pariser, E. (2011). The filter bubble: What the Internet is hiding from you. New York: 
Penguin Press. 
 
Park, K.-B., S. Ho Choi, M. Kim & J. Yeol Lee. (2020). ‘Deep Learning-based mobile 
augmented reality for task assistance using 3D spatial mapping and snapshot-based RGB-
D data’. In: Computers & Industrial Engineering 146. DOI: 10.1016/j.cie.2020.106585.  
 
Paymans, L. (2019). ‘Google Maps Live View rolt uit: nooit meer verdwalen dankzij 
augmented reality.’ Website Android Planet, August 8. 
https://www.androidplanet.nl/apps/google-maps-live-view-android/. 

https://www.nrc.nl/nieuws/2020/01/09/geen-oor-voor-een-ander-a3986144
https://www.nuheara.com/news/hearables-devices-past-present-future/
https://www.nuheara.com/news/hearables-devices-past-present-future/
https://www.nu.nl/tech/6022874/pokemon-go-spelers-gaven-in-2019-meer-dan-ooit-uit-aan-de-game.html
https://www.nu.nl/tech/6022874/pokemon-go-spelers-gaven-in-2019-meer-dan-ooit-uit-aan-de-game.html
https://www.theverge.com/circuitbreaker/2016/12/5/13841776/stages-hero-headphones-noise-cancellation-augemented-sound#0
https://www.theverge.com/circuitbreaker/2016/12/5/13841776/stages-hero-headphones-noise-cancellation-augemented-sound#0
https://www.marketingfacts.nl/berichten/social-media-in-nederland-2020
https://www.wired.com/story/ikea-place-ar-kit-augmented-reality/
https://www.androidplanet.nl/apps/google-maps-live-view-android/


 96 

 
Pelgrim, C. (2019) ‘Met de AR-bril haal ik mijn targets wél’ In: NRC, July 24. 
https://www.nrc.nl/nieuws/2019/07/24/opschalen-voor-de-piekmomenten-is-met-de-robot-
zo-gebeurd-a3968092. 
 
Peters, J. (2020). ‘IBM will no longer offer, develop, or research facial recognition 
technology’. In: The Verge, June 8. https://www.theverge.com/2020/6/8/21284683/ibm-no-
longer-general-purpose-facial-recognition-analysis-software. 
 
Pokémon GO Death Tracker. (2019). Website Pokémon GO Death Tracker. 
http://pokemongodeathtracker.com/. 
 
Poort, F. (2019). ‘Markt wearables verdubbeld dankzij draadloze oordoppen’. In: RTL 
Nieuws, December 10. https://www.bright.nl/nieuws/artikel/4950381/wearable-markt-
verdubbelt-een-jaar-vooral-oordoppen-populair. 
 
ProRail. (2016). ‘Pokémon? Niet op het spoor!’ Website ProRail, July 12. 
https://www.prorail.nl/reizigers/nieuws/pok-mon-niet-op-het-spoor? 
 
Raad voor Cultuur (2018). Ontwerp voor de toekomst: Pleidooi voor creatieve reflectie op 
maatschappelijke vraagstukken. Den Haag: Raad voor Cultuur.  
 
Raisamo, R., I. Rakkolainen, P. Majaranta, K. Salminen, J. Rantala & A. Farooq (2019). 
‘Human augmentation: Past, present, future’. International Journal of Human-Computer 
Studies 131, pp. 131-143. 
https://www.sciencedirect.com/science/article/abs/pii/S1071581919300576. 
 
Rajanala, S., M. Buainain & N. Vashi (2018). ‘Selfies – Living in the Era of Filtered 
Photographs’. JAMA Facial Plastic Surgery 20, nr. 6, pp. 443-444. DOI: 
10.1001/jamafacial.2018.0486. 
 
Rathenau Instituut (2012). Bericht aan het Parlement: Voorgeprogrammeerd – Online 
keuzevrijheid onder druk (authors: Hof, C. van ‘t & J. Timmer). 
 
Rathenau Instituut (2014a). Bericht aan het Parlement: Strijd om onze intimiteit (authors: 
Est, R. van & V. Rerimassie). 
 
Rathenau Instituut (2014b). Intimate technology: The battle for our body and behaviour 
(authors: R. van Est). 
 
Rathenau Instituut (2015). Dicht op de huid: Gezichts- en emotieherkenning in Nederland 
(authors: Janssen, A., L. Kool & J. Timmer). 

https://www.nrc.nl/nieuws/2019/07/24/opschalen-voor-de-piekmomenten-is-met-de-robot-zo-gebeurd-a3968092
https://www.nrc.nl/nieuws/2019/07/24/opschalen-voor-de-piekmomenten-is-met-de-robot-zo-gebeurd-a3968092
https://www.theverge.com/2020/6/8/21284683/ibm-no-longer-general-purpose-facial-recognition-analysis-software
https://www.theverge.com/2020/6/8/21284683/ibm-no-longer-general-purpose-facial-recognition-analysis-software
http://pokemongodeathtracker.com/
https://www.bright.nl/nieuws/artikel/4950381/wearable-markt-verdubbelt-een-jaar-vooral-oordoppen-populair
https://www.bright.nl/nieuws/artikel/4950381/wearable-markt-verdubbelt-een-jaar-vooral-oordoppen-populair
https://www.prorail.nl/reizigers/nieuws/pok-mon-niet-op-het-spoor?
https://www.sciencedirect.com/science/article/abs/pii/S1071581919300576


 97 

 
Rathenau Instituut (2017a). Human rights in the robot age: Challenges arising from the use 
of robotics, artificial intelligence, and virtual and augmented reality – Expert report written for 
the Committee on Culture, Science, Education and Media of the Parliamentary Assembly of 
the Council of Europe (PACE) (authors: Est, R. van & J.B.A. Gerritsen, with the assistance 
of L. Kool). 
 
Rathenau Instituut (2017b). Urgent upgrade: Protect public values in our digitized 
society (authors: Kool, L., J. Timmer & R. van Est). 
 
Rathenau Instituut (2017c). ‘Rules for the digital human park: Two paradigmatic cases of 
breeding and taming human beings: Human germline editing and persuasive technology’ 
(background paper for the 11th Global Summit of National Ethics/Bioethics Committees, 
March 2016) (authors: Est, R. van, J. Timmer, L. Kool, N. Nijsingh, V. Rerimassie & D. 
Stemerding). 
 
Rathenau Instituut (2018a). Digitalisering van het nieuws: Online nieuwsgedrag, 
desinformatie en personalisatie in Nederland. (authors: Keulen, I. van, I. Korthagen, P. 
Diederen & P. van Boheemen) 
 
Rathenau Instituut (2018b). Directed digitalisation: Working towards a digital transition 
focused on people and values – The Dutch approach. (authors: Kool, L., E. Dujso & R. van 
Est) 
 
Rathenau Instituut (2019) Responsible VR: Protect consumers in virtual reality (authors: 
Snijders, D., S. Horsman, L. Kool & R. van Est) 
 
Rathenau Instituut (2020). Valued at work. Limits to digital monitoring at the workplace using 
data, algorithms and AI. The Hague (authors: Das, D., R. de Jong and L. Kool, with the 
assistance of J. Gerritsen).  
 
Rathenau Instituut (2020b). Reactie Verzamelwet gegevensbescherming. Den Haag: 
Rathenau Instituut.  
 
Rathenau Instituut (2020c). Look who’s talking - Tools for the responsible use of speech 
technology (authors: Hamer, J., S. Doesborgh, L. Kool) 
 
Rauschnabel, P. (2019). ‘Study: Augmented Reality and Privacy Concerns’. Homepage 
Philip Rauschnabel. http://www.philipprauschnabel.com/2019/02/research-on-augmented-
reality-privacy/. 
 

http://www.philipprauschnabel.com/2019/02/research-on-augmented-reality-privacy/
http://www.philipprauschnabel.com/2019/02/research-on-augmented-reality-privacy/


 98 

Redactie De Morgen. (2016). ‘Burgemeesters treden op tegen Pokémonjagers: avondklok in 
Jurbise, nachtelijk verbod in Lillo’. In: De Morgen, September 26. 
https://www.demorgen.be/nieuws/burgemeesters-treden-op-tegen-pokemonjagers-
avondklok-in-jurbise-nachtelijk-verbod-in-lillo~bcd5129a/. 
 
Reif, R. & W. A. Günthner (2009). ‘Pick-by-vision: augmented reality supported order 
picking’. The Visual Computer 25, pp. 461-467. DOI: 10.1007/s00371-009-0348-y. 
 
Renner, P. & T. Pfeiffer (2017). ‘Attention guiding techniques using peripheral vision and 
eye tracking for feedback in augmented-reality-based assistance systems’. In: 2017 IEEE 
Symposium on 3D User Interfaces (3DUI), pp. 186-194. DOI: 10.1109/3DUI.2017.7893338. 
 
Roberts-Islam, B. (2019). ‘World's First Digital Only Blockchain Clothing Sells For $9,500’. 
In: Forbes, May 14. Https://www.forbes.com/sites/brookerobertsislam/2019/05/14/worlds-
first-digital-only-blockchain-clothing-sells-for-9500/#41f406b9179c. 
 
Rosenberg, L. B. (1992). The Use of Virtual Fixtures as Perceptual Overlays to Enhance 
Operator Performance in Remote Environments. Ohio: Air Force Material command. 
https://apps.dtic.mil/dtic/tr/fulltext/u2/a292450.pdf. 
 
Sandor, C., et al. (2015). ‘Breaking the barriers to true augmented reality’ 
(postprint). https://arxiv.org/abs/1512.05471.  
 
Schnitzler, H. (2014). ‘Intieme technologie vernietigt de publieke ruimte’. Website Sociale 
Vraagstukken, April 9l. https://www.socialevraagstukken.nl/intieme-technologie-vernietigt-
publieke-ruimte/. 
 
Schuurman, J., F. Moelaert El-Hadidy, A. Krom & B. Walhout (2007). Ambient Intelligence: 
Toekomst van de zorg of zorg van de toekomst? Den Haag: Rathenau Instituut.  
 
Schwerdtfeger, B. et al. (2009). ‘Pick-by-vision: A first stress test’. In: Proceedings in the 8th 
IEEE International Symposium on Mixed and Augmented Reality, pp. 115-124. 
https://ieeexplore.ieee.org/document/5336484. 
 
Shea, R., et al. (2017). ‘Location-based augmented reality with pervasive smartphone 
sensors: Inside and beyond Pokemon Go!’. In: IEEE Access 5, pp. 9619-9631. DOI: 
10.1109/ACCESS.2017.2696953.   
 
Smith, C. (2019). ‘The future of AR smartglasses: How they will become the way we view 
the world’. Website Wareable, October 8. https://www.wareable.com/ar/future-of-ar-
smartglasses-7677. 
 

https://www.demorgen.be/nieuws/burgemeesters-treden-op-tegen-pokemonjagers-avondklok-in-jurbise-nachtelijk-verbod-in-lillo%7Ebcd5129a/
https://www.demorgen.be/nieuws/burgemeesters-treden-op-tegen-pokemonjagers-avondklok-in-jurbise-nachtelijk-verbod-in-lillo%7Ebcd5129a/
https://doi.org/10.1007/s00371-009-0348-y
https://arxiv.org/abs/1512.05471
https://ieeexplore.ieee.org/document/5336484
https://www.wareable.com/ar/future-of-ar-smartglasses-7677
https://www.wareable.com/ar/future-of-ar-smartglasses-7677


 99 

Stanford University. (2019). ‘How augmented reality affects people's behavior’. Website 
ScienceDaily, May 22. https://www.sciencedaily.com/releases/2019/05/190522101944.htm. 
 
Star, The. (2016). ‘Pokémon Go ‘is blasphemous’ Indian court told’. The Star, September 9. 
https://www.thestar.com.my/tech/tech-news/2016/09/09/pokemon-go-is-blasphemous-
indian-court-told/. 
 
Statt, N. (2020). ‘Vuzix Blade AR glasses are the next-gen Google Glass we’ve all been 
waiting for’. In: The Verge, January 9. https://www.theverge.com/2018/1/9/16869174/vuzix-
blade-ar-glasses-augmented-reality-amazon-alexa-ai-ces-2018. 
 
Stoltz, M.-H., V. Giannikas, D. McFarlane, J. Strachan, J. Um & R. Srinivasan (2017). 
‘Augmented reality in warehouse operations: Opportunities and barriers. In: 20th IFAC 
World Congress (vol. 50), pp. 12979-12984. DOI: 10.1016/j.ifacol.2017.08.1807.  
   
Suso-Ribera, C., et al. (2019). ‘Virtual reality, augmented reality, and in vivo exposure 
therapy: a preliminary comparison of treatment efficacy in small animal phobia’. In: 
Cyberpsychology, Behavior, and Social Networking 22, nr. 1, pp. 31-38. 
 
Susskind, J. (2018). Future Politics: Living Together in a World Transformed by Tech. 
Oxford: Oxford University Press. 
 
Tassi, P. (2018). ‘'Pokémon GO' Has Just Crossed $2 Billion. In Revenue Since Launch, 
Almost An Industry Best’. In: Forbes, September 25. 
https://www.forbes.com/sites/insertcoin/2018/09/25/pokemon-go-has-just-crossed-2-billion-
in-revenue-since-launch-almost-an-industry-best/#6db2c0083257. 
 
Teeuwen, Jorinda (2016). ‘Poképaal onthuld op ‘Pokéduin’ door Pokémonjager Rachid 
Guernaoui’. Website Den Haag FM, August 9. https://denhaagfm.nl/2016/08/09/pokepaal-
onthuld-op-pokeduin-door-pokemonjager-rachid-guernaoui-fotoserie/. 
 
Tripathi, U., U. Tripathi & S. Singh (2017). ‘A Case Study for Microsoft Hololens’. GADL 
Journal of Inventions in Computer Science and Communication Technology (JICSCT) 3, nr. 
3. 
 
Tsukayama, H. (2012). ‘How the Tupac “hologram” works.’ In: The Washington Post, April 
18. https://www.washingtonpost.com/business/technology/how-the-tupac-hologram-
works/2012/04/18/gIQA1ZVyQT_story.html. 
 
Ungureanu, D., et al. (2020). ‘HoloLens 2 Research Mode as a Tool for Computer Vision 
Research’ (postprint). https://arxiv.org/abs/2008.11239. 
 

https://www.sciencedaily.com/releases/2019/05/190522101944.htm
https://www.forbes.com/sites/insertcoin/2018/09/25/pokemon-go-has-just-crossed-2-billion-in-revenue-since-launch-almost-an-industry-best/#6db2c0083257
https://www.forbes.com/sites/insertcoin/2018/09/25/pokemon-go-has-just-crossed-2-billion-in-revenue-since-launch-almost-an-industry-best/#6db2c0083257
https://www.washingtonpost.com/business/technology/how-the-tupac-hologram-works/2012/04/18/gIQA1ZVyQT_story.html
https://www.washingtonpost.com/business/technology/how-the-tupac-hologram-works/2012/04/18/gIQA1ZVyQT_story.html
https://arxiv.org/abs/2008.11239


 100 

Uricchio, W. (2019). ‘Augmenting Reality: The Markers, Memories, and Meanings Behind 
Today’s AR.’ Leonardo Electronic Almanac 22, nr. 4. 
https://www.leoalmanac.org/augmenting-reality-the-markers-memories-and-meanings-
behind-todays-ar-william-uricchio/. 
 
Ventura, S., R. M. Baños, C. Botella & N. Mohamudally (2018). ‘Virtual and augmented 
reality: New frontiers for clinical psychology’. In: M. Mohamudally (red.). State of the Art 
Virtual Reality and Augmented Reality Knowhow. IntechOpen, pp. 99-118. DOI: 
10.5772/intechopen.74344. 
 
Voorst, S. van (2016). ‘Gemeenteraad Antwerpen komt met politiereglement over Pokémon 
Go in Lillo’. Website Tweakers, September 27. 
https://tweakers.net/nieuws/116123/gemeenteraad-antwerpen-komt-met-politiereglement-
over-pokemon-go-in-lillo.html. 
 
VRARA (2019). VR/AR Ecosystems Report: The Netherlands. VR/AR Association. 
 
VROM-raad (2009). Publieke ruimte: Naar een nieuwe balans tussen beeld, belang en 
beheer. Den Haag: VROM-raad. 
 
Weiser, M. (1991). ‘The Computer for the 21st Century’. In: Scientific American, pp. 94-104. 
 
Williams, J.E. & I. Roebuck & C. F. Ross (2002). ‘Anti-phase noise reduction’. Physics in 
Technology 16, nr. 1. DOI: 10.1088/0305-4624/16/1/I01. 
 
Wing, M. G., A. Eklund & L. D. Kellogg (2005). ‘Consumer-grade global positioning system 
(GPS) accuracy and reliability’. Journal of forestry 103, nr. 4, pp. 169-173. DOI: 
10.1093/jof/103.4.169. 
 
Wolf, M., J., F. Grodzinsky & K. Miller (2015). ‘Augmented Reality All Around Us: Power and 
Perception at a Crossroads’. In: SIGCAS Computers & Society 45, nr. 3, pp. 126-131. 
 
Wrye, S. (2004). ‘Neuroethical considerations: Cognitive liberty and converging technologies 
for improving human cognition’. Annals of the New York Academy of Sciences 1013, nr. 1, 
pp. 212-228. DOI: 10.1196/annals.1305.014. 
 
Zuboff, S. (2019). The age of surveillance capitalism: The fight for the future at the new 
frontier of power. London: Profile Books. 
  

https://www.leoalmanac.org/augmenting-reality-the-markers-memories-and-meanings-behind-todays-ar-william-uricchio/
https://www.leoalmanac.org/augmenting-reality-the-markers-memories-and-meanings-behind-todays-ar-william-uricchio/


 101 

Appendix: Sources for desk research 
into ethical and societal issues 

Acquisti, A., R. Gross & F. D. Stutzman (2014). ‘Face recognition and privacy in the age of 
augmented reality’. Journal of Privacy and Confidentiality 6, nr. 2, pp. 1-20. DOI: 
10.29012/jpc.v6i2.638. 
 
Annetta, L., E. P. Burton, W. Frazier, R. Cheng & M. Chmiel (2012). ‘Augmented reality 
games: Using technology on a budget.’ Science Scope 36, nr. 3, pp. 54-60. 
https://www.nsta.org/resources/augmented-reality-games-using-technology-budget. 
 
Azuma, R. T. (1997). ‘A survey of augmented reality’. Presence: Teleoperators & Virtual 
Environments 6, nr. 4, pp. 355-385. 
https://www.mitpressjournals.org/doi/pdf/10.1162/pres.1997.6.4.355. 
 
Brinkman, B. (2012). ‘Willing to be fooled: Security and autoamputation in augmented 
reality’. In: Proceedings of the IEEE International Symposium on Mixed and Augmented 
Reality-Arts, Media, and Humanities (ISMAR-AMH), pp. 89-90. 
https://ieeexplore.ieee.org/document/6483995. 
 
Brinkman, B. (2014). ‘Ethics and Pervasive Augmented Reality: Some Challenges and 
Approaches.’ In: K. D. Pimple (red.). Emerging Pervasive Information and Communication 
Technologies (PICT): Ethical Challenges, Opportunities and Safeguards, pp. 149-175. DOI: 
10.1007/978-94-007-6833-8_8.  
 
Connors, C., S. P. Theonnes & S. Pase (2013). ‘Privacy and Security in an Augmented 
World’. In: Proceedings of the National Social Science 53 (San Francisco Summer 
Seminar), pp. 15-22. https://nssa.us/journals/pdf/NSS_Proceedings_2013_SF.pdf. 
 
Conroy, D. T. (2017). ‘Property Rights in Augmented Reality’.  Michigan 
Telecommunications & Technology Law Review 24, nr 1, pp. 17-43. 
https://repository.law.umich.edu/mttlr/vol24/iss1/2. 
 
Corrêa, A. G. D., I. K. Ficheman, M. do Nascimento & R. de Deus Lopes (2009). ‘Computer 
assisted music therapy: A case study of an augmented reality musical system for children 
with cerebral palsy rehabilitation.’ In: Proceedings of the Ninth IEEE International 
Conference on Advanced Learning Technologies, pp. 218-220. DOI: 
10.1109/ICALT.2009.111.  
 

https://doi.org/10.1109/ICALT.2009.111


 102 

Curran, K., D. McFadden & R. Devlin (2011). ‘The role of augmented reality within ambient 
intelligence.’ International Journal of Ambient Computing and Intelligence (IJACI) 3, nr. 2, 
pp. 16-34. DOI: 10.4018/jaci.2011040102. 
 
Daniels, D. B. (2014). ‘Cybersecurity Implications in Mobile Device Augmented Reality 
Applications’. In: GSTF Journal on Computing 4, nr. 1. pp. 74-76. 
http://dl6.globalstf.org/index.php/joc/article/view/1050. 
 
Denning, T., Z. Dehlawi & T. Kohno (2014). ‘In situ with bystanders of augmented reality 
glasses: Perspectives on recording and privacy-mediating technologies.’ In: Proceedings of 
the SIGCHI Conference on Human Factors in Computing Systems, pp. 2377-2386. DOI: 
10.1145/2556288.2557352.  
 
Dixon, B. J., et al. (2013). ‘Surgeons blinded by enhanced navigation: the effect of 
augmented reality on attention.’ In: Surgical Endoscopy 27, nr. 2, pp. 454-461. DOI: 
10.1007/s00464-012-2457-3. 
 
Firmino, R. & F. Duarte (2010). ‘Manifestations and implications of an augmented urban life.’ 
The International Review of Information Ethics 12, pp. 28-35. 
http://informationethics.ca/index.php/irie/article/view/266. 
 
FitzGerald, E., A. Adams, R Ferguson, M. Gaved, Y. Mor & R. Thomas (2013). ‘Augmented 
reality and mobile learning: the state of the art’. International Journal of Mobile and Blended 
Learning (IJMBL) 5, nr. 4, pp. 43-58. DOI: 10.4018/ijmbl.2013100103. 
 
Geser, H. (2010). ‘Augmenting things, establishments and human beings: “Blended Reality” 
in a psycho-sociological perspective’. In: Sociology in Switzerland: Towards Cybersociety 
and Vireal Social Relations 24 (conferentiebundel). DOI: 10.5167/uzh-48507.  
 
Harg, B. (2014). Augmented postphenomenology: a (post) phenomenological and ethical 
exploration of Google Glass. Masterscriptie, Universiteit Twente. 
 
Janssen, R. (2011). Augmented Reality: The Ethical Importance of a Shared Context. 
Masterscriptie, Universiteit Utrecht. 
 
Khor, W. S., B. Baker, K. Amin, A. Chan, K. Patel & J. Wong (2016). ‘Augmented and virtual 
reality in surgery – the digital surgical environment: applications, limitations and legal 
pitfalls’. In: Annals of Translational Medicine 4, nr. 23. DOI: 10.21037/atm.2016.12.23.  
 
Knorlein, B., M. Di Luca & M. Harders (2009). ‘Influence of visual and haptic delays on 
stiffness perception in augmented reality’. In: Proceedings of the 8th IEEE International 

https://doi.org/10.1145/2556288.2557352


 103 

Symposium on Mixed and Augmented Reality, pp. 49-52. DOI: 
10.1109/ISMAR.2009.5336501.  
 
Kotsios, A. (2015). ‘Privacy in an augmented reality’. International Journal of Law and 
Information Technology 23, nr. 2, pp. 157-185. DOI: 10.1093/ijlit/eav003. 
 
Lavric, G. (2013). ‘Virtual worlds, taking over reality?’. In: Proceedings of the Interactive 
Multimedia Conference 2013 Proceedings. 
 
Lee, H., N. Chung & T. Jung (2015). ‘Examining the cultural differences in acceptance of 
mobile augmented reality: Comparison of South Korea and Ireland’. In: Information and 
communication technologies in tourism (conferentiebundel), pp. 477-491. DOI: 10.1007/978-
3-319-14343-9_35. 
 
Lemley, M.A. & E. Volokh (2018). ‘Law, virtual reality, and augmented reality’. University of 
Pennsylvania Law Review 166, nr. 5, pp. 1051-1138. DOI: 10.2139/ssrn.2933867. 
 
Liarokapis, F. & E. F. Anderson (2010). ‘Using augmented reality as a medium to assist 
teaching in higher education’. In: Proceedings of the Eurographics Conference 2010. DOI: 
10.2312/eged.20101010. 
 
Liu, R., J. P. Salisbury, A. Vahabzadeh & N. T. Sahin (2017). ‘Feasibility of an autism-
focused augmented reality smartglasses system for social communication and behavioral 
coaching’. In: Frontiers in pediatrics 5, nr. 145. DOI: 10.3389/fped.2017.00145.  
 
Meža, S., Ž. Turk & M. Dolenc (2015). ‘Measuring the potential of augmented reality in civil 
engineering’. In: Advances in engineering software 90, nr. C, pp. 1-10. DOI: 
10.1016/j.advengsoft.2015.06.005. 
 
Ochoa, T. T. & J. Banks (2018). ‘Licensing & Law Who Owns an Avatar?’ In: J. Banks (red.). 
Avatar, Assembled: The Social and Technical Anatomy of Digital Bodies. New York: Peter 
Lang, pp. 291-298. 
 
Palka, P. (2017). Virtual property: towards a general theory. Florence: European University 
Institute. DOI: 10.2870/700083.  
 
Pase, S. (2012). ‘Ethical considerations in augmented reality applications’. In: Proceedings 
of the International Conference on e-Learning, e-Business, Enterprise Information Systems, 
and e-Government (EEE) 2012. http://worldcomp-
proceedings.com/proc/p2012/EEE6059.pdf. 
 

https://doi.org/10.1109/ISMAR.2009.5336501
https://doi.org/10.1093/ijlit/eav003
https://www.researchgate.net/deref/http%3A%2F%2Fdx.doi.org%2F10.2139%2Fssrn.2933867


 104 

Pavlik, J. V. & F. Bridges (2013). ‘The emergence of augmented reality (AR) as a 
storytelling medium in journalism’. Journalism & Communication Monographs 15, nr. 1, pp. 
4-59. DOI: 10.1177/1522637912470819. 
 
Ricci, A., M. Piunti, L. Tummolini & C. Castelfranchi (2015). ‘The mirror world: Preparing for 
mixed-reality living’. In: IEEE Pervasive Computing 14, nr. 2, pp. 60-63. DOI: 
10.1109/MPRV.2015.44. 
 
Rousi, R. (2015). ‘It's a bit of a Roger Rabbit kind of thing – the coming reality of augmented 
reality’ (preprint). DOI: 10.13140/RG.2.1.5131.8243. 
 
Ryokai, K. & A. Agogino (2013). ‘Off the paved paths: Exploring nature with a mobile 
augmented reality learning tool’. International Journal of Mobile Human Computer 
Interaction (IJMHCI) 5, nr. 2, pp. 21-49. 
 
Sandor, C. et al. (2015). ‘Breaking the barriers to true augmented augmented reality’ 
(postprint). https://arxiv.org/abs/1512.05471. 
 
Schakel, J. K., R. Rienks & R. Ruissen (2013). ‘Knowledge-Based Policing: Augmenting 
Reality with Respect for Privacy’. In: B. Custers, T. Calders, B. Schermer & T. Zarsky (red.). 
Discrimination and Privacy in the Information Society. Heidelberg: Springer, pp. 171-189. 
DOI: 10.1007/978-3-642-30487-3_9.  
 
Sicart, M. (2017). ‘Reality has always been augmented: Play and the promises of Pokémon 
GO’. Mobile Media & Communication 5, nr. 1, pp. 30-33. DOI: 10.1177/2050157916677863.  
 
Terry, N., C. Priest & P. Szotek (2015). ‘Google Glass and health care: Initial legal and 
ethical questions’. Journal of Health & Life Science Law 8, nr. 2, pp 95-108. 
 
Thiel, C. & Thiel, C. (2014). ‘Enforcing data privacy in the age of Google glass’. In: ISSE 
2014 securing electronic business processes, pp. 220-229. DOI: 10.1007/978-3-658-06708-
3_18. 
 
Wang, J. (2010). ‘A first experiment in misplaced trust in augmented reality’. Masterscriptie, 
University of Ohio.  
 
Weber, K. (2012). ‘Surveillance, sousveillance, equiveillance: Google glasses’.  SSRN 
Electronic Journal. DOI: 10.2139/ssrn.2095355.  
 
Wolf, M. J., F. Grodzinsky & K. Miller (2016). ‘Augmented reality all around us: Power and 
perception at a crossroads’.  ACM SIGCAS Computers and Society 45, nr. 3, pp. 126-131. 
DOI: 10.1007/s10676-018-9484-2. 

https://doi.org/10.1177%2F2050157916677863
https://www.researchgate.net/journal/1556-5068_SSRN_Electronic_Journal
https://www.researchgate.net/journal/1556-5068_SSRN_Electronic_Journal
https://www.researchgate.net/deref/http%3A%2F%2Fdx.doi.org%2F10.1007%2Fs10676-018-9484-2


 105 

© Rathenau Instituut 2021 
This work or parts of it may be reproduced and/or published for creative, 
personal or educational purposes, provided that no copies are made or used for 
commercial objectives, and subject to the condition that copies always give the 
full attribution. In all other cases, no part of this publication may be reproduced 
and/or published by means of print, photocopy, or any other medium without 
prior written consent.  

Open Access 
The Rathenau Instituut has an Open Access policy. Reports, background studies, 
research articles and software are all open access publications. Research data 
are made available pursuant to statutory provisions and ethical research 
standards concerning the rights of third parties, privacy and copyright. 

Contact details 
Anna van Saksenlaan 51 
P.O. Box 95366 
2509 CJ The Hague 
070-342 15 42 
info@rathenau.nl 
www.rathenau.nl 
 

Board of the Rathenau Instituut 
Gerdi Verbeet 
Noelle Aarts 
Felix Cohen 
Hans Dröge 
Laurence Guérin 
Janneke Hoekstra 
Erwin Muller 
Rajash Rawal 
Peter-Paul Verbeek 
Melanie Peters - secretary 



 

 

Het Rathenau Instituut stimuleert de publieke en politieke meningsvorming over 
de maatschappelijke aspecten van wetenschap en technologie. We doen 
onderzoek en organiseren het debat over wetenschap, innovatie en nieuwe 
technologieën. 
 

 

 


	1 Blending the physical and the virtual
	1.1 Introduction
	1.2 AR as hybrid physical-virtual environment
	1.3 Digitisation of the perception of the world
	1.4 The social significance of AR
	1.5 Research questions
	1.6 Reader’s guide

	2 How AR works
	2.1 Introduction
	2.2 Data collection and analysis
	2.3 Data application: creating and experiencing AR
	2.4 AR devices
	Smart earbuds

	2.5 Visions on the future: from AR to augmented humans
	2.6 Conclusion

	3 AR in practice
	3.1 Introduction
	3.2 AR in neurosurgery
	3.3 AR in the building of the Boekelo bridge
	3.4 AR in deck marking in the logistics sector
	3.5 AR in distribution centres: vision picking
	3.6 Pokémon GO invasion in The Hague
	3.7 Mirror Worlds at The Hague Central Station
	3.8 Reflections

	Intermezzo: future scenarios for AR
	4 AR in the literature: ethical and societal issues
	4.1 Introduction
	4.2 Data-related issues
	4.3 Manipulation issues
	4.4 Issues related to spatial planning
	4.5 Conclusion

	5 Eleven design rules for a liveable hybrid world
	5.1 Introduction
	5.2 AR as a new environment
	5.3 Data-related issues
	5.4 Manipulation issues
	5.5 Issues related to spatial planning
	5.6 Joint search for rules for AR

	Bibliography
	Appendix: Sources for desk research into ethical and societal issues
	© Rathenau Instituut 2021
	Open Access
	Contact details
	Board of the Rathenau Instituut

