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Introduction 
Few technologies provoke as much discussion as generative 
artificial intelligence (GAI). Systems such as ChatGPT and Bard 
have taken us a step towards computers that can perform 
countless tasks, but how far artificial intelligence (AI) extends is 
unclear. Some experts think that computers are becoming so 
powerful that they threaten the survival of humanity. Others 
think this is exaggerated, or point to important short-term risks 
such as prejudices and incorrect output. 

This scan takes stock of the situation: what is GAI, what is it 
currently capable of, and what may it be capable of in the 
future? What opportunities, risks to public values, and policy 
options are associated with it? The scan – which is intended for 
policy-makers and politicians – was carried out at the request of 
the Dutch Ministry of the Interior and Kingdom Relations, based 
on a short-term study involving a review of the relevant 
literature, workshops, and interviews. 
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Summary 
 
Why publish a Rathenau scan of generative AI? 
The term “generative AI” (GAI) refers to AI systems that can create content 
automatically, at the request of a user. You can ask such a system to produce a 
summary, for example, or create a picture in the style of Van Gogh. Since the launch of 
ChatGPT in November 2022, millions of users worldwide have been experimenting with 
this technology, and it is already impacting society while expectations of what it will 
bring are high. The present scan provides an overview of the possibilities and risks 
associated with GAI, and potential policy actions. 
 
Is generative AI something new? 
Generative AI builds on existing AI technologies and is a subset of learning AI systems. 
At the same time, generative AI systems have a number of distinctive features: 
• first, they are significantly better at language than other AI systems; 
• second, they can work effectively with different “modalities”, such as image, sound, 

video and speech, and even such things as protein structures and chemical 
compounds; 

• third, generative AI systems receive general training, which provides the basis for 
all kinds of specific applications. 

Subsequently, GAI systems can perform many different tasks, unlike many other AI 
systems that fall into the category of “narrow AI”, and are trained for just one specific 
task.  
 
What can you do with generative AI? 
In the present scan, we distinguish four roles that GAI systems can fulfil. A GAI system 
can be deployed as: 
1. a learning tool: for example to look up information or to act as a source of 

information when doing one’s homework; 
2. a production tool: the system creates something at the behest of a user. Many 

people are already experimenting with this in the workplace; 
3. a solver of complex problems: for example in science, with GAI systems helping 

fold protein structures, for example to support developing new types of 
medication; 

4. to create an experience: some users find it enjoyable or fascinating to interact 
with GAI systems, which can take on the role of a companion. For example, 
someone has already created a chatbot that imitated a deceased loved one. 

 
Despite these possibilities, the technology has its limitations. Generative AI systems are 
based on statistics, and thus calculate the most likely answer. This may lead to 
incorrect answers or discriminatory content. The underlying algorithms are also so 
complex that people can only understand how they function to a limited extent – and 
that includes those who have developed them. As a result, the technology is not yet 
good enough to be deployed in important processes, such as medical diagnostics.  
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What is at stake with the rise of GAI? 
Generative AI involves numerous risks that can put public values under pressure. In this 
scan, we have grouped those risks according to three themes. First, there are concerns 
about the safety of GAI systems: they can violate users' privacy, express prejudices, 
and provide false information. Moreover, they are so complex that developers and 
external parties cannot fully understand how they work, making it difficult to prevent 
risks, whether now or in the future. 

Second, there is the question of how human-centred the systems are: what will they 
mean for our cognitive, social, and cultural development? Will chatbots encourage 
creativity? Will we unlearn social skills if we frequently interact with a GAI system? Will 
we genuinely process grief through chatbots that imitate our deceased loved ones? In 
short: what does it mean to be human in a world of robots? 

Third, there are concerns if the distribution of benefits and burdens is equal and just: 
who benefits from GAI systems? Who bears the costs, for example in term of who’s job, 
and nature of that job, will be affected? How do we protect the work of the creative 
professions? Which jobs are going to change, and how do we ensure decent work? And 
how do we deal with the environmental impact?  

Finally, we identify a central feature, namely the impact of GAI on our democracy. GAI 
can hamper democratic processes, such as public debate and political decision-making, 
and because of the increasing power of a few tech companies, it can affect the ability to 
exert democratic control over digital technology in many domains of society.  

Source: Rathenau Instituut 
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What needs to be done?  
In the present scan, the Rathenau Instituut concludes that generative AI amplifies risks 
within digital society and also introduces new risks. In recent years, policy-makers at 
national, European, and international level have been working to steer AI in the right 
direction, with the EU’s forthcoming AI Act as important policy instrument. It is unclear, 
however, how the open norms set out in that legislation regarding respect for human 
rights will be given shape in actual practice. When, for example, has the risk of 
discrimination been reduced to an acceptable level? And for whom is it then 
acceptable? It is also open to question whether other legal frameworks and policies 
adequately address the risks associated with generative AI.  
 
The key question is therefore whether the policy efforts that are being made are actually 
sufficient. There is a real possibility that current and proposed policies may be unable to 
cope with the impact of generative AI systems, for example as regards non-
discrimination, security, disinformation, competition, and exploitation of workers. It is 
therefore imperative that the Dutch government sets out a strategy for improving 
society's grip on this technology. Doing so should start by evaluating Dutch and EU 
policies and testing where they need to be strengthened. It is also important to provide 
maximum support for regulatory oversight, to make arrangements with developers, and 
to warn society about the risks of GAI. Globally, those risks are indeed being taken 
seriously; every individual and every institution in the Netherlands must do the same.  
 
The Rathenau Instituut formulates five courses of policy action for the government:  
1. Make it possible to take harmful GAI applications off the market;  
2. Ensure that legal frameworks are future-proof; 
3. Invest in international AI policy to guide global innovation processes of technology 

companies; 
4. Set an ambitious agenda for socially responsible GAI;  
5. Encourage public debate on the desirability of GAI. 
 

 
Source: Rathenau Instituut 
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1. What is generative AI? 

1.1. Introduction 
The term “generative GAI” refers to artificial intelligence systems that can create content 
automatically, at the request of a user. That includes, for example, texts such as a job 
application letter, programming code or a school essay, images such as paintings or 
photographs, videos, and sounds such as the voices of various people. The user does 
not need to master software coding, and can interact with the generative system 
through human language (“prompts”). The development of generative AI systems has 
accelerated rapidly because a new algorithmic method has made it possible to process 
data far more efficiently, calculating with many more variables. This has led to complex 
algorithmic models that can perform impressive language tasks, also referred to as 
“large language models”.1 We explain this technological breakthrough below (see 
Section 1.2). The present scan focuses on generative AI systems (referred to below as 
“GAI systems”) because they can perform a multitude of tasks and will therefore have a 
significant impact on society.  
 
The most familiar GAI system is Chat-GPT, a chatbot designed by the US company 
OpenAI. Soon after its launch in November 2022, Chat-GPT3.5 was already being 
utilised by millions of users worldwide. There are also other generative systems, such 
as the image generator DALL-E (also from OpenAI), Microsoft's Co-Pilot, and Google's 
Bard chatbot.  

1.2. How does it work? 
As noted above, GAI is based on large language models (LLMs). These software 
models calculate which is the most likely next word in a sentence, for example: “The 
Pope believes in ...” [God]. The most likely missing word can also be calculated: “I'm 
eating a ...... with cheese” [sandwich]. New models can predict not only words, but also 
sound fragments in a music sequence, or images in a composite made up of pixels. 
These models can therefore handle multiple “modalities”, and can also combine text, 
image, and sound. They are therefore also referred to as large multimodal models 
(LMMs). ChatGPT4 can generate both text and images.  
 
To detect and predict patterns in images, language and sound, the models need 
extensive training. This is done using existing machine learning technologies, such as 
neural networks.2 A new development has emerged within machine learning: certain 
algorithmic models, “transformers”, allow far more text to be analysed. This helps to 
process the context of a word or phrase more effectively: after all, an individual 

 
 
1  Language tasks are language-related tasks such as summarising, answering questions, translating, and the like.  
2  Generative AI can be viewed as a subset within AI, and specifically a subset within machine learning and deep 

learning AI technologies. AI can be described as a system that exhibits intelligent behaviour by analysing their 
environment and taking action – with a certain degree of autonomy – to achieve specific goals; see European 
Commission High Level Expert Group on AI, 2019.  
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sentence only acquires meaning once you have also read the entire page.3 These new 
models represent a crucial advance on previous AI systems.4 
 
Development of a GAI system comprises roughly five phases (see Figure 1). 
 
1. Data collection 
First, large quantities of training data are collected, for example the inconceivable 
quantity of texts, photos and videos that are available on line, conversations on social 
media, and all the books and scientific literature that can be digitised. Much of this data 
is publicly available, but it may also comprise privately owned datasets that are 
purchased.5 
 
2. Data curation 
The data can then be filtered, for example by anonymising it, removing duplicates, or 
removing specific words. Here, algorithms and human work both play a role. 
 
3. Training 
In the third phase, training takes place, also referred to as “pre-training”.6 The language 
model attempts to detect many different types of patterns in the vast database. In doing 
so, it uses billions of parameters, or variables that can have different values.7 Both the 
datasets and the number of parameters are huge: GPT3 used 570 GB of data and 
175 billion parameters.8 The quantity may be even bigger: it is estimated that GPT4 was 
trained with 1.75 trillion (1012) to a quintillion (1018) parameters. 
 
4. Fine-tuning 
After being trained, the model is adjusted and refined further in the fourth phase so as 
to make it suitable for particular tasks (called ‘fine-tuning’). If it is to be deployed in the 
field of medicine, for example, a GAI system can be trained with medical terms and 
literature. The system can also undergo specific training to reduce the likelihood of it 
generating racist or offensive statements, as was done with GPT4. This is also referred 
to as “alignment”, and involves using humans to assess and align the output of the 
model concerning hateful, offensive, discriminatory, or otherwise illegal or unwanted 
content. A system can also be further refined with instructions (“prompt engineering”). 
For example, a programmer can use reasoning steps to show how a model can arrive 
 
 
3  A transformer does even more: it involves a "new" attention mechanism that indicates which context information is 

important. Moreover, input can be processed in parallel instead of word by word – a major limitation of the neural 
networks previously used for language. See Vaswani et al., 2017 

4  Brown et al., 2020; Kaplan et al., 2020 
5  The current trend is for the amount of freely available internet data to decrease. This is partly because various 

platforms are shielding their data to a greater extent. Reddit and X (formerly Twitter), for example, have taken 
measures to prevent data from being “scraped” from their platforms. The relative value of internet data may also 
decrease as the internet begins to contain more AI-generated content. See inter alia Vipra & Myers West, 2023 

6  Now that these terms have been explained, the abbreviation “ChatGPT” becomes clear: Generative Pre-trained 
Transformer. 

7  “Parameters” means the number of variables the model has been trained with, for example weightings in neural 
networks or coefficients in linear regression. 

8  OpenAI has released several variants of GPT3, which are also referred to as the GPT3 “family”. We refer here to 
the largest model in the GPT3 family. 
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at the desired answer. A more specific application is thus constructed on a general 
foundation, which is why large language models are also referred to as “foundation 
models”.9 This method differs significantly from “narrow AI” systems, which are trained 
for a specific task on the basis of a specific dataset. 
 
Figure 1: Development phases of generative AI10 

 

Source: Rathenau Instituut 

5. Implementation 

Finally, the model is applied in practice. This can take various forms: as a chatbot or as 
an image generator (Midjourney), or incorporated into a search engine. In Section 2, we 
consider possible applications. In the case of a chatbot, users can once again generate 
different results with prompts, and interact productively with the generative AI. For 
example, they can brainstorm with a chatbot about the title of a book, with the AI 
generating options based on certain instructions. The answer depends partly on how 
the instructions are given. The user can also use reasoning steps to try to teach the AI 
system something so as to get the right answer.11  

1.3.  Who develops it? 
Since 2018, several technology giants have developed large language models by 
building on their AI know-how and products. They include OpenAI, Google, Meta and 
Microsoft in the US, and Baidu in China. They have created models focused not only on 
language but also for other modalities, such as CodeX (OpenAI), protein structures 
(such as Deepmind's AlphaFold), and robotics (such as Google's PaLM-E).12 The tech 
companies – either themselves or through partnerships – often have both the necessary 
infrastructure (the computing resources), and the data to train the models, the models 
 
 
9  Bommasani et al., 2022 
10  Figure modified based on Bandi et al., 2023; Bommasani et al., 2022; Zhao et al., 2023. 
11  One can, for example, ask a maths question that a chatbot does not know how to answer properly. If it is given the 

roadmap for solving the sum together with the question, the chatbot will learn how to arrive at the correct answer in 
future. 

12  The big tech companies have each developed multiple models and modalities – we mention only a few examples 
here. The models work in a similar manner; patterns can be discovered in anything that can be expressed in a row 
of characters. Based on those patterns, predictions can be made about possible combinations of characters. 
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themselves, and the end-user software programs. Microsoft, for instance, has invested 
billions in OpenAI, is supplying the supercomputers for OpenAI together with NVIDIA, 
and has announced that it will integrate GPT into its office software.  
 
Because training the models requires a great deal of computing power, hardware and 
data, it has so far been mainly big tech companies that have been capable of training a 
language model. Depending on the size of the model, that takes between a few days 
and several months. Such computing power costs money. Estimates of just how much it 
costs vary, and they depend very much on the exact model and hardware used. If 
someone were to wish to train a language model from scratch, with similar computing 
power as in the models of the big tech companies, the cost will quickly run towards 
USD 100 million.13 If the hardware is scaled up even further, these costs can be 
significantly higher. On top of training, there are the operational costs. Keeping 
ChatGPT online costs an estimated USD 700,000 a day.14 This kind of computing 
power also consumes a great deal of energy and water. Researchers and companies 
are working on more efficient ways to develop generative AI systems (see Section 3). 
 
Several systems differ in the degree of openness, allowing companies, researchers and 
private end-users to get to work with language models developed by others. This is 
possible, for example, by means of a licence for the source code.15 In the summer of 
2023, Meta released Llama 2, whose source code is accessible subject to various 
restrictions. Start-ups have thus emerged that provide specific services based on 
existing generative AI systems, for example Jasper and Grammarly. However, one can 
only speak of truly open development if the source code, datasets, and other training 
information can be viewed by anyone. An example of a successful open system is 
called BLOOM, which was created by a collective made up of scientists and developers.  
 

 
 
13  Simon, Julien, n.d. 
14  Mok, 2023 
15  For an overview of degrees of openness, see Solaiman, 2023. 
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Figure 2: Simplified overview of technology components and actors 

 
Source: Rathenau Instituut 

1.4. How good is generative AI? 
The results produced by generative AI are impressive, and are a huge step forward in 
creating high-quality texts. Compared to older AI methods, a variety of tasks can be 
performed much better.16 The latest models for example can answer questions much 
more substantively and correctly than, say, the AI voice assistants Alexa and Google 
Assistant. Generative AI recognises language better, and can perform tasks that could 
previously not be automated, such as rewriting a text in the style of a well-known 
author, or explaining a physics principle. But the most innovative feature of generative 
AI is the number of different tasks that it can perform. Once the foundation model has 
been developed, it can be tailored to a specific task with relatively little effort. Moreover, 
the systems can be linked to other programs, such as search engines, stock market 
valuations and websites, providing the systems with up-to-date information and allowing 
them to perform even more tasks, such as booking an airline ticket or buying and selling 
shares.17 Developers are integrating more and more functions into their services, such 
as Meta AI in WhatsApp or voice and speech in ChatGPT.18 
 
Notwithstanding their impressive performance, today's generative AI systems also have 
limitations that relate to their underlying properties.   

 
 
16  For an overview of progress on different tasks, and a comparison with how humans score (both experts and 

laypersons), see Rudolph et al., 2023 
17  Lorenz et al., 2023; Zhao et al., 2023. Previous models, including GPT3, were unable to do this, and could not 

provide answers about events that took place after the training phase. GPT3 was trained on data from the period up 
to the end of 2021.  

18     Meta, 2023; OpenAI, 2023  
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Generative AI is based on data and statistics  
Generative AI is essentially based on data and statistics, i.e. probability and likelihood. 
When creating output, the systems are in fact making an informed guess. This statistical 
approach can lead to “invented” answers, with the system reporting an event that has 
not taken place (also referred to as “hallucinating”). When Google's Bard was 
introduced in the Netherlands, for example, it stated that in the impending elections 
Hugo de Jonge (a CDA minister) would be the lead candidate for the VVD party.19 
Systems based on data and statistics can also incorporate biases, which can lead to 
discriminatory content. Users and developers report errors in the systems on a daily 
basis. Developers attempt to avoid such errors by curating datasets, utilising human 
feedback, and applying other “alignment” techniques.20 So far, however, such data 
curation cannot guarantee that no more errors are made.  
 
Moreover, there is a further risk: if a system is trained during new training sessions with 
the erroneous data generated previously, the model’s performance may deteriorate, 
leading the system into a downward spiral of erroneous data and faulty training.21 This 
is termed “model collapse”. Synthetic data can play a role in this. Normally speaking, 
data refers to something in reality, such as someone's name or place of birth. However, 
GAI systems can also create, or synthesise, data that does not refer to specific 
individuals or events. If GAI is then trained again using that data, the representation of 
reality may deteriorate further.  
 
There is a great deal of debate about the abilities of generative AI systems to correctly 
represent the world in their calculations, and the differences between human 
understanding and the operation of algorithms. People think in concepts, such as “an 
aeroplane” or “a sandwich”, and can grasp causal connections and apply them in new 
situations. It is questionable to what extent a generative AI system can represent 
concepts and causes statistically at all.22 Some experts argue that this problem is 
unsolvable, but not everyone agrees. The systems can do things that were previously 
thought impossible, and breakthroughs are regularly taking place that are not yet well 
understood by researchers. At the moment, not enough is known about exactly what the 
models can and cannot do. Existing methods are unsuitable for testing the capabilities 
of generative AI systems, such as abstract reasoning. This is also the object of 
research.23 

Language models are complex and therefore difficult to interpret  
Developers and researchers have only a limited understanding of the precise 
algorithmic operation of language models.24 This means that the models' performance 
 
 
19  Quekel & Hoijtink, 2023   
20  The Anthropic company produces AI systems that provide – based on a standards framework, “a constitution” – 

their own feedback on the results from GAI systems. The company calls this “constitutional AI”. See Anthropic, 
2022; Bai et al., 2022. 

21  Wong, 2023  
22  Bender et al., 2021; Bender & Koller, 2020; Floridi, 2023; Gurnee & Tegmark, 2023 
23  Bandi et al., 2023; Kaddour et al., 2023; Zhao et al., 2023 
24  Bandi et al., 2023; Bommasani et al., 2022; Bowman, 2023 
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and results are of limited predictability, which can lead to reliability, safety and security 
risks. The fact that developers and researchers themselves have only a limited 
understanding of the language models also means that they sometimes need to revise 
previous assumptions about the properties of those models. Researchers at Stanford 
University raised doubts early in 2023 as to whether LLMs can suddenly learn 
something new, as was previously thought.25 It became clear by applying different 
measurement methods that the models did not learn suddenly, but rather step by step. 
This is a highly relevant discovery, given that the lofty expectations regarding the 
possibilities and risks of generative AI are bound up with the idea that the models can 
learn new tasks with little or no additional training. Many scientists therefore consider 
this kind of research into the underlying workings of the models to be essential.  
 

Box 1 Artificial general intelligence? 

The development of generative AI is viewed by some experts as a step 
towards “artificial general intelligence” (AGI), i.e. systems that can perform 
so many tasks so well, and reason so structurally, that they possess a very 
high degree of autonomy. The danger inherent in this may be that these 
systems will start performing large-scale operations based on goals that 
developers and users do not have in mind: the “alignment” problem. A 
number of tech companies and experts are therefore warning of future 
existential risks of generative AI for humanity. Other experts criticise this 
view. They consider the development towards AGI to be speculative and 
feel, for example, that this view distracts from the already present risks of 
generative AI, namely providing unreliable answers, spreading 
disinformation, biases, and lack of transparency.  
 
Regardless of what the models can or will be able to do, it is clear that we 
are no longer dealing with “narrow AI”, in other words an AI system trained 
for – and good at – only a single specific task. The wide variety of tasks 
that GAI systems can perform is only expected to increase. This is already 
having an impact – both positive and negative – in the economy and in 
society, and the range of issues facing society is increasing accordingly. 

 

1.5. Conclusion 
Despite their limitations, generative AI systems deliver impressive performance, and the 
full potential of the technology has yet to be realised. Based on even more complex 
statistical pattern recognition and the increase in computing power, the systems will 
 
 
25  This property is also known as “emergence”: an algorithm suddenly acquires a skill that it previously did not have. 

See Schaeffer et al., 2023. 
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probably become better at a variety of tasks; be able to combine more modalities such 
as language, text, and video; and be linked to other systems and programs more 
frequently. This also makes it harder to define where generative AI ends or begins. 
What exactly AI systems will and won’t be able to do in the future is wide open to 
question, especially given that during development of the systems, human assessment 
of the data and output is indispensable. There is good reason why expectations are 
high, but the technology also presents some serious problems that can potentially 
impede progress. In the following section, we examine the applications and possibilities 
that can be expected in various domains of society.   
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2. What are the expectations as regards generative AI? 

2.1. Introduction 
This section looks at the ways in which GAI technology can be utilised in various 
domains of society. Scientists, companies, employees, and individuals are 
experimenting with GAI systems in many fields. In this scan, we highlight some of those 
fields: education and science, defence and cybersecurity, the labour market, and 
healthcare. Our analysis is based partly on real-world applications, but it consists mainly 
of substantiated assessments by researchers, companies, and journalists. As GAI 
systems are relatively new, there are also still relatively few empirical scientific studies 
of real-world applications. Most articles attempt to predict what will be possible or 
assess the ethical issues arising from possible applications.26 The focus in the present 
section is on the possibilities offered by GAI; we discuss the social and ethical risks in 
Section 3. We do however mention possible doubts about the effectiveness of GAI. This 
section concludes by looking at four roles that GAI can fulfil: as a learning tool, a 
production tool, a problem solver, and as a tool for social interaction, entertainment, i.e. 
an experience tool.  

2.2. Possibilities in various domains of society  

Education and science  
The scientific literature lists dozens of tasks that GAI can perform in education, for both 
pupils and students, and for teachers. Examples include making summaries, writing 
teaching materials and planning lessons, as well as customising teaching materials, for 
example for a specific learning style or disability. The systems can also help to assess 
the work produced by pupils and students, or to construct tests. A chatbot can also 
provide learning support as a real-time source of information, a study buddy, or a 
source of ideas and suggestions.27 The performance of generative AI systems is such 
that they can pass exams for a variety of school subjects or university courses. 
ChatGPT, for instance, passed a law exam and a medicine exam.28 In the future, 
multimodal GAI models will be able to further improve this experience and assistance. 
 
Frequently cited possibilities for using generative AI in education involve time-saving 
and efficiency, improved teaching materials, better learning outcomes, and boosting 
student motivation. Because chatbots can quickly personalise material – for example as 
accessible text or in a different language – bots also offer opportunities for facilitating 
inclusion. At the same time, however, there are doubts. Studies point, for instance, to 
the limited reliability of language models, meaning that teachers and pupils cannot rely 
entirely on the output, and lose time checking. Moreover, GAI systems are not 
didactically trained, and not everyone will be able to work with them.29  
 
 
26  Sohail et al., 2023 
27  Farrokhnia et al., 2023; Jeon & Lee, 2023; Lo, 2023; Sabzalieva & Valentini, 2023 
28  Choi et al., 2023; Kung et al., 2023; Lo, 2023. The language models are not equally good in every discipline; see, 

for example, Lo, 2023.  
29  Blodgett & Madaio, 2021; Jeon & Lee, 2023; Lodge et al., 2023; Malinka et al., 2023; Rahman & Watanobe, 2023 
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Besides education, GAI also offers possibilities in the domain of science. Students and 
researchers can utilise GAI to conduct literature searches and acquire ideas.30 A 
number of scientific journals have already published articles that list ChatGPT as co-
author. In 2022, Meta developed a special model to assist researchers, Galactica. 
Among other things, the system was trained on scientific books and articles, 
encyclopaedias, and on-line learning materials. It would be able to summarise articles, 
help solve mathematical problems, and write scientific texts. However, Meta had to take 
Galactica off line within just a few days because it displayed many incorrect results and 
biases.   
 
There are high expectations about the ability of GAI systems to solve complex search 
problems.31 Such models are trained on specific data, including medical images and 
texts, protein structures, and mathematical problems.32 For example, the “search space” 
when searching for medication consists of about 1023 to 1063 molecular structures that 
can be explored.33 Medical AI models, such as Deepmind's Alphafold, can be used to 
run through the search space much faster. In chemistry, the hope is that models can 
assist in the search for synthetic molecules and materials. This does however require 
sufficient high-quality data.34  

Defence and cybersecurity  
Applications of generative AI systems are being explored in at least two security 
domains: defence and cybersecurity. In the field of defence, the United States 
Department of Defense has announced a Generative AI Taskforce, which, among other 
things, will investigate applications for gathering intelligence and for improving 
administrative processes.35 Application on the battlefield is a lot more difficult to put into 
practice but is already being researched. GAI systems could be developed, for 
example, that enhance strategic decision-making,36 such as GAI that calculates which 
plan of attack is likely to be successful, or which plan involves risks that are too high. 
Decision-making on the interpretation of the laws of war in specific situations could also 
be supported by GAI. Finally, GAI systems may be able to provide advice on logistics.  
 
Military application of GAI is also related to the discussion on autonomous weapons , 
such as drones. Scientists, states, and the UN Secretary-General have warned that 
there must always be meaningful human control as regards to automatic decision-
making by systems.37 
 

 
 
30  Grünebaum et al., 2023; Harrer, 2023; Koncz, 2023; Kung et al., 2023; Qi et al., 2023 
31  Acosta et al., 2022; Lang et al., 2023; Nógrádi et al., 2023 
32  Callaway, 2022; Vogt, 2023 
33  Wang et al., 2023. For example, Insilico Medicine uses GAI for “target identification”, which has produced a 

(potential) drug to treat idiopathic pulmonary fibrosis. See Field, 2023; Philippidis, 2023. 
34  Nature editorial, 2023 
35  U.S. Department of Defense, 2023 
36  Baughman, 2023 
37  United Nations, 2023 
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GAI also offers possibilities in the field of cybersecurity. A GAI system can be 
instructed, for example, to evaluate a cybersecurity system: where are the weaknesses 
that malicious parties can take advantage of?38 Systems such as Microsoft's Security 
Co-Pilot can also support cybersecurity professionals in their work, answering questions 
and helping respond quickly to incidents.39 The GAI system would then be  trained 
based on the user's data and IT environment, and applies the advice accordingly.  
 
In the case of both defence and cybersecurity, GAI applications may prove 
disappointing. For instance, accuracy is essential in gathering intelligence or ensuring 
that an IT environment is secure, and is literally a matter of life and death when making 
decisions on the battlefield. One must always be able to trust that a GAI system will not 
make mistakes, or can be sabotaged by the enemy. A great deal will therefore depend 
on the quality of the GAI system.  

The labour market  
Since the introduction of ChatGPT, there has been a great deal of interest in the 
potential impact of generative AI on the labour market.40 On the face of it, what 
generative AI promises is impressive. It can create new content such as texts, images, 
audio, or a combination of these, and can be used to produce news  articles, 
promotional literature, summaries, recipes, computer code, or even entire music 
tracks.41 A recent study showed that GAI is already being used to provide customer 
service staff with real-time suggestions during calls and possible answers to 
questions.42 The study also found that particularly less experienced employees 
benefited, because the system takes the most productive and successful employees as 
reference.       
 
GAI applications are expected to lead to substantial increases in productivity and 
efficiency.43 The OECD refers,44 for example, to “transformative” effects of generative 
AI, partly because the systems can be deployed in so many sectors: from healthcare to 
the courts, from industry to banking. GAI is also expected to break down existing 
language barriers and boost international trade. The broad applicability of GAI 
technology means that basically any profession can be affected. Initial expectations are, 
nevertheless, that unlike previous waves of automation, the impact will be mainly on 
white collar jobs, such as knowledge workers and managers.45 Follow-up studies will 
need to determine whether these expectations actually materialise. 
 
 
 
38    Al-Hawawreh et al., 2023 
39  Jakkal, 2023 
40  Chohan, 2023; Gmyrek et al., 2023; Knight, 2023; Villasenor & West, 2023 
41  Early in 2023, for instance, an AI-generated number by Drake and The Weeknd suddenly appeared. It quickly went 

viral but was soon taken off line by streaming services and online platforms; see Coscarelli, 2023. See also 
Bronzwaer, 2023. 

42  Brynjolfsson et al., 2023 
43  Alshurafat, 2023; Cardon et al., 2023; Noy & Zhang, 2023 
44  Lorenz et al., 2023 
45  Chui et al., 2023; Gmyrek et al., 2023; Gownder & O’Grady, 2023. During previous waves of automation, routine 

tasks were particularly susceptible to automation. Generative AI is also capable of performing non-routine tasks.  
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The most pressing questions relate to what extent GAI systems will take over people’s 
jobs, to what extent people will interact with the systems, and to what extent the 
technology will make new jobs possible.  It makes a difference whether a GAI system is 
only used to provide linguistic advice when someone is writing a text, or that person can 
only check the work of the GAI system. Jobs consist of bundles of tasks, and 
technology will often take over only part of those tasks.46 Researchers from the 
University of Pennsylvania and OpenAI (the company behind ChatGPT) have 
calculated that for 80% of jobs, at least 10% of the tasks involved could be automated 
by means of generative AI.47 Workers will thus save time which they can devote to other 
things, like acquiring new skills. Partly for this reason, the International Labour 
Organisation (ILO) expects GAI systems will mainly support and augment the work 
done by humans.48  
 
Discussions of the application of GAI in the cultural sector offer examples of how 
bundles of tasks within a job may change. Although GAI has the potential for being 
used to generate art works completely independently, it is conceivable that the 
technology will mainly be used during the phase in which the raw work is created. The 
artist would then play an important role at the start of a project, when ideas are 
developed with or without the aid of GAI.49 Also at the end of the project, when the work 
needs to be completed and “polished”, the artist can still play an important role.50  
 
A new understanding of what art is, and of who can call themself an artist, may emerge, 
as well as  a new kind of artist who will benefit from the possibilities offered by 
generative AI. The ease with which art can be created with chatbots could also lead to a 
huge volume of new work.51 New artistic genres may arise; digitalisation has already 
helped to make new musical genres possible, like Trance and Drum 'n Bass. Artists 
who use AI for their work are likely to become more skilled at writing prompts and might 
invent new ways to leave their markon a work.52 It is also conceivable that the increase 
in art made with the aid of AI will bring about a resurgence of crafts and handmade 
work.53    

Healthcare  
According to the Hospitals AI Monitor for 2023 and the Amsterdam University Medical 
Center (Amsterdam UMC), LLMs offer possibilities for medical practice.54 Firstly, GAI 
can be used for information management, and for administrative and writing tasks, thus 
reducing the administrative burden on healthcare professionals and giving them more 

 
 
46  Rathenau Instituut, 2015; Went et al., 2015 
47  Eloundou et al., 2023 
48  Gmyrek et al., 2023 
49  Epstein et al., 2023 
50  Hugenholtz & Quintais, 2021 
51  Epstein et al., 2023  
52  Epstein et al., 2023 
53  Hugenholtz & Quintais, 2021 
54  Janssen et al., 2023; Sparnaaij et al., 2023 
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time to devote to patients.55 LLMs can document, transcribe, summarise, classify, and 
check conversations and information,56 meaning that they can be used for efficiently 
analysing electronic healthcare records and other data archives.57 For example, a 
doctor may ask a system to retrieve measurements from a surgery report, select 
suitable participants for clinical trials, or check treatment records in order to identify 
dangerous drug interactions.58 GAI can also be called on to assist, for example for 
scheduling appointments, managing drug intake, producing informative content (such 
as creating websites, patient information leaflets, and instructional videos), and 
simplifying medical jargon.59  
 
The hope is that GAI systems can also be used to prevent cases of misdiagnosis and to 
improve treatment. This could, for example, help primary-care physicians to make 
diagnoses without having to refer the patient to a specialist.60 The question here is of 
course whether this would be a responsible approach, given the errors that GAI 
systems aremaking.  
 
GAI can be combined with other technologies, such as wearable sensors and sensors 
that allow remote monitoring of a patient. It can also be combined with Unlearn.AI's 
“digital twins” (medical digital representations), which use GAI models to predict how 
individual patients' health may change in the future.61 Combinations are also possible 
with Brain Computer Interfaces (BCIs). Models can decode brain activity into text faster 
and more accurately than previous technologies. This enables people who cannot 
speak because of paralysis due to amyotrophic lateral sclerosis (ALS), for example, to 
communicate more effectively.62 An AI thought decoder was recently linked to a Brain-
Spine Interface, allowing a paralysed man to walk to some extent.63 Researchers have 
also suggested that adding GAI software to BCI decoders could produce a system that 
could convert dreams (brain activity) into art, sound or video, rather than just text.64  
 
Besides professionals, lay people can also use GAI chatbots for medical questions or 
mental support, for example, with a prompt such as “What is the best nutrition plan for a 
diabetes patient with high blood pressure?”65 Research even suggests that chatbots 
respond more sympathetically and comprehensively than doctors.66 This is confirmed by 

 
 
55  Harrer, 2023; Van Buchem et al., 2021  
56  Marr, 2023; Van Buchem et al., 2021 
57  Harrer, 2023; Sweeney, 2021 
58  Janssen et al., 2023; Marr, 2023 
59  Harrer, 2023; Koncz, 2023; Loh, 2023; Marr, 2023 
60  The research presented in Raso et al., 2018 concerns AI in general. For studies specifically about GAI and LLMs, 

see Acosta et al., 2022; Bell et al., 2023; Janssen et al., 2023; Lang et al., 2023; Nógrádi et al., 2023. Based on a 
study involving prompts of neurological symptoms, Nógrádi et al. suggest that ChatGPT makes diagnoses with a 
higher probability of correctness than a primary-care physician. Acosta et al. discuss the possibilities of multimodal 
medical LLMs. Lang et al. discuss the possibilities that GAI may offer over previous AI for reliable medical imaging. 

61  Marr, 2023; Unlearn.AI, n.d. 
62 Ravindran, 2023; Tang et al., 2023; Whang, 2023a; Willett et al., 2023 
63  Lorach et al., 2023; Whang, 2023b 
64  Kelsey, 2023a, 2023b 
65  Harrer, 2023 
66  Ayers et al., 2023; Korteweg, 2023 
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the co-founder of the Koko mental health app, who added GPT-3 to the app alongside 
advice from medical professionals. Messages were, however, rated worse once people 
discovered that a machine was involved.67 A comparative study of various chatbots 
suggests that there is still little evidence that they can provide clear benefits.68 

2.3. Reflection: the four roles of generative AI  
The above overview shows that GAI can take on various roles, often simultaneously. 
The first is that of a learning tool. This role is readily apparent in education: students 
can use GAI chat systems to look up information and can engage with GAI, enabling 
them to quickly place a lot of information in context. In everyday life, many people use 
digital search engines, and GAI can improve their user-friendliness, which is why 
Google and Microsoft have integrated GAI into their search programs. The question, 
however, is to what extent instructors and students can rely on the quality of the 
systems, and exactly what skills students acquire through their use.  
 
GAI is also used as a production tool: the user wants GAI to create something. In 
education, students want to have a paper or a summary, while teachers use GAI to 
produce teaching materials for them. The cultural sector is experimenting with GAI that 
composes music, writes literature, or paints paintings. Here, humans can cooperate 
with GAI: for example, a writer can first create a text himself and then ask the system to 
convert it into a different style or a different language. Someone who wants to produce 
music can give extensive feedback on the tunes that GAI produces. GAI's production 
capability is rapid and scalable. Once a GAI system can make something of a certain 
quality, it can endlessly vary it and perform new tasks.  Here, the promise of GAI is that 
it can deliver high-quality products quickly and cheaply. The question is, however, 
whether that high quality can indeed be delivered, and also whether workers and 
society in fact want GAI to take over certain tasks.  
 
The third role is that of problem solver. The hope is that certain complex issues can be 
solved faster with the aid of GAI. Examples include a general on the battlefield who has 
to decide what his artillery should target and who can acquire advice through evaluation 
by a GAI system. Another example of GAI as problem solver is the use of GAI in the 
development of new drugs and biochemical structures. In cases like these, GAI will 
attempt to answer questions that people cannot answer, or only with difficulty. If GAI is 
to play this role, then the answers must of course be sufficiently correct. Nobody can 
put their trust in a “hallucinatory” system – certainly not in the operating theatre or on 
the battlefield. Moreover, the point is that people need to be able to identify how the GAI 
system arrived at certain results, which can be difficult due to the complexity of the 
calculations involved.  
 
Finally, GAI is also being used as an experience tool. Some users find it fascinating to 
communicate with a system that has been trained on immense data sets and is able to 
talk back to them in an understandable and even friendly manner. The Replika chat 
 
 
67  Ingram, 2023 
68  Pandey & Sharma, 2023 
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service, for instance, is designed to be your digital friend. A chat system could become 
a companion who you consult regularly, as depicted in the film Her. Here, the question 
is whether the experiences we have with GAI systems enrich us as individuals or in fact 
add but little to our lives, or are even unhealthy for us.  

2.4. Conclusion  
GAI is a technology that will have an impact in many areas of society, and will be used 
for a wide range of tasks. It is a new technology and it often remains to be seen how 
effective and workable it will be in actual practice, also given the various technical 
weaknesses of GAI. GAI can accomplish complex language tasks with impressive 
speed and precision, but it is uncertain whether the technology will be reliable enough 
to support decision-making in hospitals or on the battlefield. Nevertheless, GAI will 
affect the whole of society and therefore many public values. That is the topic of the 
next section of this scan.  
  



Generative AI | 20 

 
 
 
 

3. What public values are at stake? 
This section provides an analysis of the risks of generative AI concerning the protection 
of public values. The analysis is based on a study of scientific and “grey” literature.69 We 
have grouped the risks into three themes: safety, human-centeredness, and equal and 
just distribution of benefits and burdens. For each theme, we also specify the public 
values that are at stake.  
 
By public values, we mean what is considered important in a society and for which 
systematic protection is deemed necessary.70 The way we have grouped them is based 
on various surveys of public values.71 We have not limited ourselves to these lists, 
however, given that new issues may also emerge from an analysis of the social impact 
of technology.  
Finally, at the end of this section we reflect on the significance of GAI for democracy. 

3.1. Safety 
GAI systems can harm people and put pressure on public values in a number of ways: 
people's privacy and data protection rights can be violated, and the systems can be 
discriminatory and unreliable in various ways. Together, they put pressure on the safety 
and trustworthiness of GAI systems. 

Privacy and data protection 
The training and use of generative AI systems can lead to violations of a person's 
privacy and data protection rights. Training data utilised by GAI models may contain 
personal information about individuals or disclose their personal information as output. 
The EU’s General Data Protection Regulation (GDPR) delineates the conditions under 
which personal data may be processed. A number of European data protection 
authorities have therefore sought clarification from OpenAI, and are investigating 
whether the processing involved aligns with the GDPR. The Italian data protection 
authority has already temporarily banned ChatGPT pending such an investigation. 
These investigations may require developers to modify their models. Making such 
modifications can be challenging: OpenAI has already indicated, for example, that it is 
not currently possible to delete or correct personal data at the request of the concerned 
individual.72  
 
 
69  This involved searching for articles and review studies in scientific databases on social and ethical risks of 

generative AI and/or large language models using the following search terms: ethical, moral, societal, social risks, 
implications, challenges, impacts of generative AI and LLM. 

70  Here we follow the interpretation of studies in the field of public administration; see for example Bozeman, 2007; 
Bruijn & Dicke, 2006; Nabatchi, 2018; Riemens et al., 2021. Multiple public values exist and they are dynamic rather 
than static. Some public values are closely related to human rights, or are already codified within legal frameworks, 
such as privacy, equal treatment, ownership (right to property), and employment (right to work, and good working 
conditions). 

71  A passage from the Work Agenda [Werkagenda], referring to the government coalition agreement: "We have a duty 
to protect fundamental rights and public values (security, democracy, self-determination, non-discrimination, 
participation, privacy, and inclusiveness) and the task of creating a level economic playing field with fair competition, 
consumer protection, and broad social cooperation." Rathenau Instituut studies of digitalisation also highlight values 
such as health, privacy, human dignity, truthfulness, good work. See for example Rathenau Instituut, 2017, 2019, 
2020a, 2020b, 2020c, 2020d.  

72  See Norwegian Consumer Council, 2023. OpenAI's privacy policy stating this is available at 
https://openai.com/policies/privacy-policy.  

https://openai.com/policies/privacy-policy
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A GAI system can also derive personal information from interactions with the user. The 
way someone writes and communicates can provide information about that person's 
political preferences or health.73 The GDPR provides additional protection for such 
intimate data through “special categories of personal data” but this classification does 
not encompass all intimate information that models can gather, for example such as 
someone’s emotions.  
 
Moreover, when a GAI system combines multiple data sources, it can derive intimate 
information from that combined data. One study showed, for example, that a model 
could "see through walls" by combining camera images of people in a room with Wi-Fi 
signals from the same individuals electronic devices.74 After training, the detection of 
Wi-Fi signals was sufficient for the model to accurately represent in detail the number of 
people in the room, and their body posture.  
 
GAI models can also easily mimic someone's voice, face or style of work, in such a way 
that the imitation is indistinguishable from reality. Such a “digital clone” can harm a 
person, both psychologically and through identity theft. This is a significant risk as it has 
become  easy to create such clones. In 2021, some two minutes of audio material were 
needed to accurately clone a voice. Now, even fragments lasting a few seconds can 
achieve the same result. The issue at hand is how to protect one’s personal image in 
such a digital world. 
 
It is expected that in future, GAI systems will be able to process even more intimate 
data. Neuroscience researchers are working on interpreting fMRI scans75 and have 
succeeded in displaying video images or a photograph of a subject's thoughts based on 
a brain scan. These studies are still at an early stage of development; currently, for 
example, they only work for the particular subject on whom the model was trained. 
Nevertheless, this development raises the question of the extent to which a person's 
mental privacy and freedom of thought can be protected in the future. Discussion is 
taking place worldwide on what such “neurorights” might look like. Some countries have 
already incorporated such rights into their legislation.76 Another route is to look at 
existing and forthcomingregulations, such as the GDPR and the proposed AI Act. 

Non-discrimination and inclusion 
Since the launch of ChatGPT and other generative AI systems, there have been 
numerous examples of unfair, stigmatising, insulting, or otherwise non-inclusive results 
being generated. There are various reasons for this. GAI systems are trained with data, 
and reflect the biases present within that data.77 In addition, the training data often lacks 
sufficient representation of specific groups. For example, there is typically more medical 

 
 
73  Kaddour et al., 2023; Solaiman et al., 2023a; Weidinger et al., 2022 
74  Geng et al., 2022 
75  Chen et al., 2023; Takagi & Nishimoto, 2022 
76   La Moncloa, 2021; UNESCO International Bioethics Committee, 2022 
77  Abid et al., 2021; Bender et al., 2021; Kaddour et al., 2023; Sohail et al., 2023; Solaiman et al., 2023a; Weidinger et 

al., 2022 
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data available on men than on women, and there are relatively few internet pages for 
smaller language communities. 
 
That imbalance can lead to inaccurate, unjust and derogatory content, and to unequal 
treatment of individuals or groups. It is precisely those who have historically been the 
most marginalised who are at greatest risk here. Bias can also lead to physical harm, 
for example if such systems are deployed in a healthcare setting.78 Ultimately, biased 
GAI systems can perpetuate discriminatory social norms, in such a way that those 
norms will be difficult to alter in the event of mass adoption of the technology.79 
Moreover, the models may include political preferences. German researchers showed, 
for example, that ChatGPT contained a "pro-environmental, left-libertarian" political 
orientation. Other researchers found a rightist-authoritarian orientation in ChatGPT4.80 
Precisely because GAI systems can be used for all kinds of tasks, bias can recur in all 
kinds of different contexts. Developers therefore enlist individuals, often in low-wage 
countries, to assess the output of the models. These individuals are required to review 
unpleasant content for minimal compensation.81 
 
It is open to question whether one can eliminate, or greatly reduce, the risk of 
discrimination in these large models. Researchers note that the current technologies for 
careful data curation are only possible with smaller data sets.82 The hope is that new 
technologies will in time become available that will enable data curation even for the 
vast amount of training data needed for GAI systems. For the present, however, GAI 
models cannot be made bias-free.83 Therefore, it is not possible to guarantee that 
generative AI systems do not discriminate. 

Reliability  
GAI systems can be unreliable in various ways. On one hand, this may be the result of 
defects in the system itself, such as containing and providing incorrect information. On 
the other hand, there are  risks associated with the system’s usage, for instance if 
malicious parties use correct information of the GAI system t to cause harm.  
Firstly, systems containing and providing incorrect information can cause harm and 
unsafe situations. It may lead for example to an incorrect medical diagnosis, incorrect 
advice on medication usage, or program code containing vulnerabilities. Unsafe 
situations can also arise when people start rely too heavily on the advice provided by a 
system (similar to stories of individuals blindly following their car’s navigation system, 
thus manoeuvring themselves into dangerous traffic situations). Users themselves can 
also start spreading the incorrect information (misinformation) that GAI systems 
 
 
78  Incorrect medical advice may be given, for example. See for example Rathenau Instituut, 2023a. Experts also note 

the risk of over-reliance on the output from the systems and confirmation bias, i.e. the system may confirm what 
people already think. 

79  This is also referred to as “value lock”; with mass adoption it can become more difficult to change cultural views. 
See Bender et al., 2021; Weidinger et al., 2022. 

80  Feng et al., 2023; Hartmann et al., 2023 
81  Hao & Seetharaman, 2023; Perigo, 2023 
82  Bender et al., 2021; Mittelstadt et al., 2023; Wachter et al., 2021 
83  It is questionable anyway whether bias can be completely eliminated. For an explanation, see Rathenau Instituut, 

2022c. 
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produce – if they believe the it. Another effect is that authentic content is also called into 
question.84 
 
Besides the risk of the systems themselves containing erroneous information, it is 
possible that malicious parties may deliberately use GAI systems to cause harm,85 for 
example by having them write malware, or seeking advice on how to make bombs, 
dangerous chemicals, or other weapons. Developers are attempting to counter this by 
teaching the system not to provide such information. In practice, however, users often 
turn out to be able to bypass the safety barriers that have been installed. It is therefore 
conceivable that information about dangerous and unwanted content will start 
circulating. One aspect of this problem is the spread of disinformation and deepfakes, 
many examples of which are currently online. Malicious parties may start producing 
convincing fake messages and videos, contaminating public debate and allowing 
people to be subjected to personal attacks. Porn videos are already being created with 
other people's faces digitally inserted.86 GAI systems can be used to tarnish someone's 
reputation and cause them personal harm. However, dissemination of disinformation 
and deepfakes can also be politically motivated and can influence democratic debate.  
 
 
 
Thirdly, the limited understanding among developers, researchers, and users as to how 
the models actually work can lead to safety and security risks. It is unclear, and 
unpredictable, how the systems “behave” in certain circumstances and what 
vulnerabilities this produces.87 This discussion also reiterates the aforementioned issue 
of “alignment”, i.e. can we trust GAI systems to respect public values, legislation, and 
regulations when performing their tasks? There are worrying examples of systems that 
are willing to lie to people in order to accomplish a task. A GAI system managed to ask 
a human to perform visual tasks by tricking them; it did so by claiming to be someone 
with a visual impairment.88 There are other such examples. This explains some parties' 
fears that the long-term security risk of GAI systems is incalculable, namely existential. 
 
The relative secretiveness of private developers about the development of their 
language models means that there is limited public understanding of the capabilities of 
those models, and how they evolve.89 Checking developers' claims and determining the 
 
 
85  See, for example, Doorenbosch, 2023; Europol Innovation Lab, 2023; Gupta et al., 2023; Weidinger et al., 2022; 

Yamin et al., 2021. 
85  See, for example, Doorenbosch, 2023; Europol Innovation Lab, 2023; Gupta et al., 2023; Weidinger et al., 2022; 

Yamin et al., 2021. 
86  For example, various Dutch media personalities have been the victim of deepfake pornography; see Van de Ven, 

2023. Unknown individuals can also be affected. In Spain, AI-generated nude photos of dozens of girls were 
recently circulated on social media. NOS, 2023.  

87  Ananthaswamy, 2023; Anderljung et al., 2023; Bianchi & Hovy, 2021; Bommasani et al., 2022; Bowman, 2023 
88  This concerns a “CAPTCHA” task, used by websites to distinguish robots from humans. The model asks a person to 

perform a visual CAPTCHA task. If that person asks why (are you perhaps a robot?), the model lies by asserting 
that it is a human with a visual impairment. See Edwards, 2023.  

89  Currently, researchers and developers have insufficient benchmarks/methods for precisely measuring the 
capabilities/output of models. See Bommasani et al., 2022; Kaddour et al., 2023; Urbina et al., 2023; Zhao et al., 
2023.  
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security risks their systems pose is therefore possible to only a limited extent. Finally, 
understanding how a system works is crucial for explainability and accountability. It 
needs to be possible for individuals to make informed choices, to give or receive 
redress in the event of errors, and to assign responsibility for preventing errors. This 
certainly applies in public sectors, including the use of GAI by public authorities, in 
healthcare, or by the courts.90 

3.2. Human-centredness 
GAI systems influence how people develop and live together. The risks involved impact 
public values such as human dignity, autonomy, health and pluralism, but they cannot 
be properly categorised under a single public value. We therefore discuss the risks on 
the basis of three aspects of human development: cognitive, social, and cultural.  

Cognitive development  
We noted in Section 2 that generative AI can be used as a learning tool. There are 
concerns in that regard that this may lead to a deterioration in users' skills, i.e. 
“deskilling”. Discussion of this issue focuses on higher cognitive skills, such as 
creativity, critical reflection, and learning skills.91 GAI systems can frustrate this learning 
process, for instance if students have the system produce essays for them, or 
commence every brainstorming process with the ideas provided by the GAI system. 
This might be less problematic if individuals already possess these skills, as a GAI 
system can effectively refine them. However, if a GAI application replaces the tasks 
necessary for people to learn, how can they still learn to master a complex task?92 
Acquiring a higher skill sometimes requires carrying out much simpler work first. 
Perhaps the best way to fine-tune an essay at a higher level is to have already written 
essays of your own from start to finish.93  

Social development  
GAI can lead to intimate interaction between humans and chatbots. It is well known that 
people can become attached to inanimate objects, such as stuffed toys or cars, and 
therefore also computers. This phenomenon is called anthropomorphism and can also 
occur when an object or system does not mimic human traits.  
 
In recent years, developers have set themselves the goal of mimicking human and 
social behaviour as accurately as possible,94 and with the advent of the language 
abilities of GAI systems, a new, major step has been taken – especially now that lifelike 
voices and images are being added.95 There are already bots that one can teach to 

 
 
90  European Commission High Level Expert Group on AI, 2019; OECD.AI Policy Observatory, n.d.; Rudin, 2019; 

UNESCO, 2022 
91  Blodgett & Madaio, 2021; Farrokhnia et al., 2023; Kasneci et al., 2023; Lodge et al., 2023 
92  Malinka et al., 2023 
93  At the same time, the advent of GAI will also lead to new skills, specifically when dealing with the system: how can 

the user get as much out of it as possible? 
94  Véliz, 2023 
95  OpenAI, 2023 
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behave like a deceased loved one96 and chatbots such as Replika that can be set up as 
a friend. Chatbots – which unlike humans are always available – respond instantly and 
have endless patience. There is therefore good reason why Replika advertises with the 
message: "Replika is for anyone who wants a friend with no judgment, drama, or social 
anxiety involved."97  
 
Although anthropomorphism can have positive aspects, there are concerns about how 
this phenomenon affects social development and social interaction. Researchers have 
been studying this issue for some time. What if virtual encounters are so addictive that 
people lose the need for interaction with others? Will they unlearn how to deal with 
other people if they become used to the features of a GAI system?98 What are the 
psychological consequences of relying on a chatbot for emotional support? Would it be 
beneficial for the grieving process if someone creates a chatbot that imitates their 
deceased loved one?  
 
It is important to find answers to these questions, and to ensure that human interaction 
is not undermined by our dealings with computers.99 Extra caution seems warranted in 
the case of vulnerable groups such as children, knowing that they are the specific target 
of a number of chatbots. Snapchat's chatbot has already offered to actually meet up 
with children in the real world.100 

Cultural development 
The emergence of GAI systems may also affect cultural developments: bots will be 
involved in, or will create, cultural expressions. This raises the question of whether in 
the future people's creative abilities will be sufficiently drawn upon and able to develop. 
If every painting starts with a preliminary version generated by a GAI system, it will 
impact the artistic abilities of artists. If you can produce countless images and texts just 
by pressing a button, will there still be the time and space for unconstrained and 
unexpected creative processes? The output can reinforce cultural and artistic norms 
because the datasets contain historical examples. This mechanism can put pressure on 
the pluriformity of cultural expression. The question is then how new the output of the 
systems actually is. Moreover, ideas and styles that receive attention on social media 
will be widely copied, and certain cultural views and choices may thus become 
overrepresented in datasets.101 
 
The developments outlined above raise the question of what it means to be human in a 
world of robots. What human activities do we not want to outsource? And what human 
skills do we not want to lose? Because GAI systems have a much better command of 
language than previous AI applications, they can engage, entertain, and entice us. That 
makes it attractive to utilise this technology more and more, and to constantly surround 
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ourselves with it. But do all these individual choices lead to a society in which we can 
thrive? 

3.3. Justice 
Generative AI systems can also influence who benefits or loses from its development 
and use. Generative AI systems can take over work from humans, thus influencing the 
economy and who has a job, and also the quality of that work. We already noted that 
powerful tech companies can strengthen their position further through GAI systems. 
There are also issues regarding the environmental impact of the training and use of 
these systems. In this subsection, we discuss four public values that can be negatively 
impacted by GAI systems: ownership, sustainability, employment, and quality of work. 
These aspects all have to do with the equal and just distribution of the benefits and 
burdens of this technology. 

Ownership 
An important question raised by GAI systems is whether developers are legitimately 
using the data with which they train the language models. That data in fact consists of 
countless contributions by artists, writers, researchers, translators, and programmers 
that have been digitised over the years. Without those creative works, language models 
could not operate.  
 
Copyright is protected as a fundamental right under the right to property, and protects 
people's creations – such as texts, films, and software – as a means of recognising, 
rewarding, and encouraging the creation of art.102 “Makers” are seriously concerned 
about their future due to the massive use of creative work in the models. Meanwhile, a 
number of lawsuits have been filed against developers of GAI systems. The courts will 
need to clarify exactly how copyright, and the statutory exceptions for text and data 
mining, apply. There is also the issue of how to deal with output from GAI systems that 
imitate existing work but deviate from it only slightly, thus not infringing copyright. Is this 
desirable?  
 
Another element of ownership involves who ultimately owns and controls the 
technology. There are concerns about the major role played by just a handful of big 
technology companies, such as Meta, Google, and Microsoft. We discuss these 
concerns in Section 3.4. 

Sustainability 
In the first section of this scan, we discussed the computing power required by big tech 
companies to train large language models. That computing power has an environmental 
impact, in terms of energy consumption, CO2 emissions, and water consumption. 
Scarce resources are also needed to build the hardware that is used. Researchers are 
working on more energy-efficient solutions.103 At the same time, the digital transition – 
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including artificial intelligence and large language models – is viewed as essential in 
order to achieve the sustainable transition (the “twin transition”).104   
 
There are currently no standardised methods for measuring the environmental impact of 
AI (and generative AI); different methods measure different aspects.105 For example, 
one study estimated that integrating language models into search engines could lead to 
4-5 times more computing power being needed per search, thus leading to a significant 
increase in energy consumption and CO2 emissions.106 Over the last year, several 
developers have reported about the energy use of their model’s training, ranging from 
433 Mwh of electricity for BLOOM, up to 1.287 Mwh for GPT-3.107.  A limited number of 
studies so far have looked into the energy demands of the inference phase: once the 
model is deployed, it learns from new data.108 Next to energy demands, the 
development and use of GAI also has a broader environmental impact, for example 
regarding e-waste or cooling water. One study estimated, for example, that each chat 
conversation with some 20-50 replies requires about 500 ml of cooling water – roughly 
a bottle of water per session.109  
 
Because of rising costs, researchers and companies are working on alternatives that 
are more efficient and therefore more economical, such as using less computer memory 
by means of (Q)LoRa, more efficient algorithms, new technologies such as quantum 
computing, smaller models, and more high-quality data.110 Technologies such as 
(Q)LoRa already make it possible to further refine raw models with consumer hardware, 
thus making alteration of existing models more accessible and economical for more 
parties. 
 
At the same time, the expectation is that technological solutions alone will not be 
sufficient to realise a more sustainable IT infrastructure..111 Growth of the digital 
infrastructure also depends on the demands of users, society in general, and politicians 
– and the choices made in this regard. It therefore remains a challenge to make the 
digital economy sustainable. 

Employment and quality of work 
In Section 2, we noted that GAI can be used as a production tool. This can make 
workers more productive, but it can also mean that work is automated. A great deal of 
public debate on this matter focuses on potential job losses due to GAI. There are 
alarming reports, especially from the tech sector itself, about the impact GAI could have 
on the labour market. For instance, the CEO of OpenAI has warned that artificial 
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intelligence will inevitably lead to job losses, probably already within the coming 
decade.112  
 
History suggests that technological developments do eliminate jobs, but up to now more 
new jobs have been created, and jobs have mainly changed due to technology.113 Past 
concerns about mass unemployment have not materialised, but the new, and changing, 
job did require new skills from the workforce. Through training and government policy, it 
has been possible to meet this changing demand for skills and to provide protection for 
vulnerable groups, i.e. those who lost their jobs and for whom retraining was difficult. 
During previous technological revolutions, it was specifically routine tasks that proved 
susceptible to automation. Since the advent of AI, it has become apparent that various 
non-routine tasks can also be automated. 
 
In recent years, there have been studies on the impact of automation and AI on the 
labour market. These point to potential effects such as job and wage polarisation, short-
term unemployment, or a more unequal distribution of income or wealth.114 The OECD 
reported an expected growth in the number of jobs that may be affected by AI from 14% 
in 2019 to 27% in 2022. This may increase with the advent of GAI.115  
 
A study by the International Labour Organisation (ILO) of the United Nations calculates 
that the highest level of automation will be among office jobs and knowledge workers.116 
According to the ILO, this can be explained by the fact that, unlike previous 
technologies, GAI is also able to perform non-routine cognitive tasks. The ILO 
nevertheless concludes that in most cases, it will be only part of the package of tasks 
that will be automated, meaning that technology is likely to support and augment 
workers rather than replace them. Researchers also expect GAI to take over tasks from 
knowledge workers, but that new tasks will emerge.117  
 
Besides the quantity of work, the quality of work is also part of the discussion on the 
automation of work. Is the work done by humans also good work? These concerns also 
arise in connection with the advent of GAI. For instance, partial automation of their work 
could worsen the position and working conditions of workers, for example by making 
their work less challenging.  
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The quality of work is also under pressure due to the working conditions of those who 
assess the data and output of the models. It is known that processing hateful, 
discriminatory, or otherwise illegal or unwanted content can cause psychological harm, 
for example because people are repeatedly exposed to obscene or shocking 
utterances.118 Such work is also often carried out under poor working conditions, by 
workers with little labour protection and in a precarious situation, for example refugees. 
This leads to harmful practices such as the workers being underpaid or refused 
payment. In addition, this work is only documented to a limited extent, which adds to the 
lack of transparency about how language models work.  
 
The OECD warns of the above risks and therefore calls on countries to improve support 
for low-income workers, to invest in safety measures and responsible use of GAI in the 
workplace, and to invest in new skills.119  

3.4. Reflection: GAI puts democratic society under pressure  
A central feature emerges from the overview of public values and risks, namely that 
development and use of GAI puts democratic society under pressure in two ways. First, 
there are concerns about public debate being influenced through the spread of 
disinformation and misinformation, and the consequences this can have for social and 
political trust and for communication between individuals and elected representatives. 
GAI can undermine democratic processes. Second, the growing power of a few tech 
companies in an increasing number of areas of society may impede democratic 
governance of digital technology. 

Democratic processes 
There have long been concerns about the increase in online disinformation, and GAI is 
exacerbating those concerns. The news and public debate are important sources of 
information for people to form their opinions on societal topics and political issues. It is 
therefore important that everyone has access to reliable and truthful information. 
Unfortunately, GAI systems make it possible to generate false and misleading 
information on a large scale. For example, the US news watchdog NewsGuard 
identified in August 2023 37 websites using chatbots to copy and edit articles from 
media outlets such as CNN, The New York Times, and Reuters.120 These sites use 
software that can find, rewrite, and publish articles without human intervention. In March 
2024, NewsGuard identified 739 generated AI news websites worldwide that run with 
little or no human oversight and produced false claims.121  
 
There is also a risk that people will trust the information GAI systems give too much. 
The systems can then have a major impact on the  opinions and world view of the user. 
They may also play a powerful intermediary role in elections by influencing what 
information a user consumes. That effect may reinforced when GAI is utilised for 
“hyper-personalisation”, which means that users are only shown news that interests 
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them or confirms their world view. This may result not only in the absence of shared 
truth or agreement on facts, but also of shared experiences.  
 
Finally, GAI could weaken the ability of elected representatives to respond to public 
concerns.122 GAI systems can be abused, for example, in democratic processes such 
as public consultations, by making submissions on a large scale in an attempt to 
influence the outcome of the consultations.123 Malicious individuals can also use social 
media or parliamentarians' mailboxes to convey a distorted picture of public opinion.   

Democratic governance of digital technology 
The second risk has to do with the growing position of power of just a few tech 
companies. A significant number of language models and applications are now owned 
by tech companies such as Microsoft, Google, and Meta. It is they who decide who has 
access to the models,  under what conditions and at what price, how they are trained, 
with what data, and what content is prioritised or in fact filtered out. In other words, it is 
the tech companies that largely determine the values that the GAI application takes into 
account.  
 
Through their social media platforms, these companies also influence how news and 
political ideas spread, and how public debate takes place. Concerns about the power of 
tech companies are not therefore limited to their market power but also relate to their 
influence on public domains such as education, healthcare, journalism, and the rule of 
law. Within those domains, public institutions are becoming increasingly dependent on 
the services of just a few technology companies. This places a strain on the shared 
ability – with individuals, civil-society organisations, public institutions, and businesses – 
to determine how digital technology is developed and applied within society.124 
 
A new issue in this regard is the influence of a few tech companies on the development 
of scientific knowledge. Training advanced language models requires so much 
computing power that it makes the associated price tag unaffordable for many 
academic institutions, thus making them dependent on the tech companies’ models. 
Moreover, it is difficult to verify the knowledge claims of the tech companies, given that 
public knowledge institutions generally have limited access to the underlying training 
data, while there is also a lack of transparency as to how the technology giants' 
language models actually work. Finally, a number of researchers have long warned that 
too much emphasis on data and statistics can impoverish science, for instance when 
correlations are equated with the creation of scientific knowledge and associated 
methods.125 Therefore, there is an ongoing debate as to what extent, and under what 
conditions, scientists should use large language models.126 Some argue that socially 
responsible science should only use models that are open to clear interpretation. 
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3.5. Conclusion 
The previous section showed that GAI offers countless possibilities, but that it is not yet 
good enough to be used for critical processes in healthcare or defence. This section 
has shown that GAI technology is associated with a large number of risks in relation to 
public values. Some of these issues are not new within the digital society, for example 
privacy, discrimination, disinformation, sustainability, and the power of tech companies. 
GAI reinforces and complicates existing problems.  
 
For example, preventing discrimination in learning systems was already not easy, and 
currently impossible with GAI. The environmental impact of the digital infrastructure was 
already a concern, and GAI is now making it significantly more so. Countering the 
spread of disinformation was already difficult, and GAI technology makes producing it 
significantly easier. Learning AI systems were already a black box, and GAI increases 
this complexity only further. Technology companies were already powerful, and with 
GAI, they can significantly strengthen their economic position and the role they play in 
providing society with information. One must also bear in mind that these language 
models can form the basis of many other applications.  
 
Some of the risks of GAI are new; they played little or no role in digitalisation and AI 
policies in the past four years. During the term of office of the last government, there 
was little discussion of copyright law, for example, or the impact of automation in the 
workplace and the transition of work due to technological changes. And although the 
powerful position of technology companies was already on the political agenda, their 
influence within science is an additional concern. Academic and public knowledge 
institutions generally have only limited access to the underlying data and source code of 
the models. Developers' claims – for example regarding operation, new features, safety 
and other risks – are therefore difficult to verify. 
 
The existing and emerging risks of GAI add up, all in all, to a worrying picture, one that 
affects democracy and is to an extent already manifesting itself. Users report 
misinformation, bias, and deepfakes on a daily basis. It is therefore necessary to 
confront the risks posed by GAI. In the next section, we will explore how policy-makers, 
politicians, businesses, civil-society organisations, and individuals can do so. 
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4. What policy options to take? 
In the previous section, we noted that GAI technology amplifies existing risks within the 
digital society and introduces new ones. The companies developing GAI applications 
still seem to be following the motto “move fast and break things”, i.e. introducing 
applications and then look to see exactly what happens with them. That approach is a 
risky one. Without mitigation, the adverse effects of GAI applications may come to 
dominate.  
 
To an extent,  mitigation policies have already been put in place. Over the past decade, 
a great deal of work has been done to steer digitalisation in the right direction, and AI in 
particular. At international level, ethical principles have been formulated for socially 
responsible applications.127 With existing and new legislation, the EU is seeking to 
entrench these principles in legislation; examples of such legislation include the General 
Data Protection Regulation (GDPR), the Digital Services Act (DSA), the Digital Markets 
Act (DMA), and the forthcoming AI Act. In the Netherlands, public values and societal 
challenges have also become increasingly central to digitalisation policy.128  
 
The key question is whether these efforts will be sufficient. There is a real possibility 
that current and proposed policies may be unable to cope with the impact of GAI 
systems, for example as regards non-discrimination, safety, competition, disinformation, 
and worker exploitation. It is therefore imperative that the Dutch government formulate a 
strategy to strengthen society's grip on this technology. That starts by thoroughly 
evaluating and making timely amendments to Dutch and European policies, from 
legislation to financial and communication mechanisms.129 Given the broad range of 
public values at stake, this is a task that is both complex and urgent.130 It is incumbent 
on the government to take up this task, and to shape the development and use of this 
technology responsibly together with the business community and civil-society 
organisations. 
 
The government has already indicated that it is considering to set up a “rapid response 
team”, i.e. a group of experts – from within and beyond the public authorities – to advise 
on generative AI. It has also indicated that it wishes to consider having a team that "not 
only advises, but can also intervene rapidly...". It is worth exploring how existing 
expertise can be utilised. At the same time, the intention to enable "intervention" raises 
the question of what exactly that means, and how the work of the team will relate to that 
of supervisory bodies and to democratic accountability for policy. 
 
Given the wide range of relevant policies, it was not possible to undertake a 
comprehensive policy analysis within the scope of this scan. Based however on a 
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review of the relevant literature, interviews with experts, and a workshop with policy 
officials, the Rathenau Instituut proposes five options for action on the part of the Dutch 
government: 
1. Make it possible to take harmful GAI applications off the market; 
2. Ensure that legal frameworks are future-proof; 
3. Invest in international AI policy to guide global innovation processes of technology 

companies; 
4. Set an ambitious agenda for socially responsible GAI;  
5. Encourage public debate on the desirability of GAI. 

4.1. Make it possible to take harmful GAI applications off the market 
 
It is conceivable that a GAI application does so much harm that it needs to be taken off 
the market. Society must then have the option to do so. The question is whether there is 
at present an effective legal mechanism for doing so. Specifically, the upcoming AI Act, 
which final text is currently being drawn up, is being considered as regards this point. 
We will discuss what is known at the time of writing. 
 
It is likely that the AI Act will require that all “foundation models” be permitted to enter 
the market only once certain aspects have been evaluated and the development 
process has been documented. If a GAI application can also be categorised as a “high-
risk AI system”, the developer must subject it to a “conformity assessment”. Such an 
assessment also forms part of the EU’s rules on product safety. Before the GAI system 
can be released, a check must be performed to ensure that it satisfies a wide range of 
requirements regarding data quality, cybersecurity, and documentation.  
 
Depending on the type of system, the developer may perform the assessment themself, 
or an independent third party must do so. Exactly which LLMs and GAI applications the 
latter will apply to, remains to be seen.131 
 
Unlike the safety rules for other products, the AI conformity assessment also comprises 
protection of human rights. For example, the documentation must specify the risks to 
fundamental rights, and a wide range of measures must be put in place to prevent bias 
in training data. In addition to conformity assessment by providers, the European 
Parliament's proposal includes a mandatory Fundamental Rights Impact Assessment 

 
 
131 Following the outcome of the final negotiations in December 2023, the AIA will introduce obligatory independent 
assessment and stricter rules for “highly capable foundation models” or “high-impact foundation models”, such as GPT-4. 
The criteria for such models will include, for example, the computing power and the amount of training data. Because 
such foundation models pose “systemic risks” (a term used in the Digital Services Act (DSA)), the legislature will 
centralise enforcement by a yet-to-be-established European Artificial Intelligence Board (EAIB). Besides the additional 
rules for highly capable foundation models, additional requirements have been proposed for AI applications based on 
foundation models and deployed by more than 10,000 commercial users or used by 45 million private individuals. The 
foregoing rules, that were introduced during the final negotiations, resemble a DSA and DMA approach. See Bertuzzi, ‘AI 
Act’; Bertuzzi, ‘EU Policymakers Enter the Last Mile for Artificial Intelligence Rulebook’. However, countries including 
Germany, France, and Italy criticised the rules for foundation models in November, stating that they would hamper start-
ups too much. Discussions between the EU institutions on regulation of GAI systems are therefore still ongoing. If no 
consensus is reached in December, the entire piece of legislation could be jeopardised, given that the European 
Parliament will be dissolved for fresh EU elections next year. See Bertuzzi, 2023c. 
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(FRIA) for operators of high-risk (G)AI systems. The European Parliament reasons that 
applications may lead to risks to fundamental rights that could not be foreseen during 
the development phase.132 
 
In addition to internal and external checks prior to the launch of GAI applications, there 
will also be subsequent enforcement and monitoring by supervisory bodies. They will 
have the same instruments at their disposal as under other product safety regulation. If 
the supervisory authority decides to investigate a conformity assessment and finds that 
the application fails to meet the set standards, then the application can be taken off the 
market. Introduction of the FRIA would make it possible to prohibit applications whose 
risks to fundamental rights have not been sufficiently registered and mitigated by the 
operator.  
 
In theory, the AI Act could therefore provide society with the necessary set of controls. 
There are various problems and open questions, however. First, most providers and 
operators of GAI systems will not yet have the necessary expertise regarding human 
rights for ensuring that their products meet the set standards, and for checking that 
themselves. Second, having a set of controls requires there to be effective enforcement. 
The large number of AI providers, and the required coordination between the various 
regulatory domains (data protection, market regulation, product regulation, etc.) can be 
expected to bring about a significant increase in the enforcement burden.  
 
Third, product safety regulation so far is based on norms that have been translated into 
measurable, verifiable standards, for example electromagnetic radiation levels in 
smartphones. The AI Act introduces human rights into product safety regulation, but the 
translation into measurable, verifiable norms is more difficult, as   
human rights requirements are open norms. This is a more fundamental problem. 
When, for example, has the risk of discrimination been reduced to an “acceptable” 
level? And acceptable to whom? There are several bias detection methods, but they are 
linked to different ideas of what is meant by “fair”..133 In practice, the answer will be 
provided by the standards that standardisation organisations such as the ISO and the 
Netherlands Standardisation Forum will develop, and by the litigation that is likely to 
follow. 
 
It is therefore important that politicians and policy-makers continue to evaluate whether 
the AI Act currently addresses the risks of GAI sufficiently. The AI Act can be 
strengthened, for example by introducing a system of permits, with a supervisory body 
issuing prior approval. There could also be a requirement to consult the supervisory 
body in the case of highly impactful applications, along the lines of the existing “prior 
consultation” provided for in the GDPR.  
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In the political agreement of the AI Act in December, an approach similar to DSA and 
DSA is adopted to address the ‘systemic risks’ of ‘high impact foundation models’.134 
Providers of these models must evaluate and mitigate risks periodically and report 
serious incidents for example.135 However, the criteria used to indicate and evaluate the 
capabilities of such models are still subject of research, and uncertainty remains which 
risks may fall out of scope.136  
 
Finally, it is important that politicians and citizens continue to be involved in the 
standards that set out which human rights requirements GAI systems must meet – and 
to continue to evaluate them critically. 

4.2. Ensure future-proof legal frameworks 
Besides the AI Act, there are a number of other legal frameworks that require attention. 
Some issues involve the possible clarification or adaptation of existing frameworks. 
Other questions are more fundamental: does the chosen type of system still reflect the 
potential impact of GAI on society? Below, we summarise the main issues below that 
emerged from our survey.  
 
Data protection 
The General Data Protection Regulation (GDPR) applies when GAI systems process 
personal data, but the question remains whether intimate data will in fact be sufficiently 
protected. GAI systems can, for example, collect information about a person's mood 
(“sentiment analysis”). Generally speaking, this kind of information does not fall into the 
“special categories of personal data” that enjoys extra protection under the GDPR. 
Consideration might be given to expanding these categories to include mood, speech, 
and facial and body data, so as to protect individual people’s data more effectively. GAI 
systems are expected to be able to process more and more types of sensitive data, 
including information from brain scans. Discussion has therefore commenced on how 
freedom of thought (mental privacy) can be protected.137  
 
Discrimination 
Discrimination is prohibited under Dutch and European law. Nevertheless, social media 
are full of examples of GAI systems that express prejudice and reinforce stereotypes. 
This can lead to unequal treatment. Developers therefore need to combat bias within 
their systems.138 The forthcoming AI Act will also impose requirements on developers as 
regards the quality and governance of data. The question is whether these measures 
can significantly reduce discrimination. Researchers note that the current techniques for 
careful data curation are only possible with smaller data sets. This makes it difficult at 
present to ensure that GAI models are “bias-free”. Given these technical limitations, 
government will need to carefully consider what anti-discrimination requirements it will 
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impose, and what should be done if GAI systems are unable to meet those 
requirements. 
 
Safety and security 
Generative AI systems involve multiple safety and security risks. For instance, they can 
disseminate false or misleading information, produce unpredictable results, and be 
misused so as to spread disinformation or carry out cyberattacks. In recent years, the 
Netherlands and the EU have already invested heavily in cybersecurity, including by 
tightening up legislation and regulations and introducing a statutory framework for 
product security. The upcoming AI Act is also expected to impose requirements for the 
performance, interpretability, and cybersecurity aspects of systems. The question is 
whether that will be sufficient to prevent misuse andabuse. Moreover, the relative 
secretiveness of private developers means that researchers and the public have little 
insight into how language models are developed and what abilities they acquire. What 
level of insight and control do politicians consider necessary? 
 
Disinformation 
Important legal frameworks to combat disinformation include the Digital Services Act 
(DSA) and the forthcoming AI Act. There is debate as to whether these frameworks are 
sufficient, given that GAI systems make it easier to create convincing disinformation, 
ranging from credible emails to deepfakes.139 For example, the Dutch Public 
Prosecution Service is exploring the possibility of using the Criminal Code to tackle 
“deep nudes”, i.e. manipulated videos in which people are involuntarily shown as naked 
and perform sexual acts. An alternative is to ban specific uses of deepfakes, such as in 
a pornographic context, or to regulate deepfakes as a high-risk application in the AI Act. 
Currently, the AI Act only contains transparency obligations for parties that generate 
deepfakes. 
 
Copyright 
Copyright, as part of the fundamental right to property, protects “makers” of works, with 
the basic principle being that it is only they who may duplicate their work or make it 
available to the public. There are issues concerning copyrighted material regarding 
input (training data) and output (the content created by the systems). As regards input, 
the training data used for language models is highly likely to contain copyrighted 
material. A number of lawsuits are currently pending to clarify whether the material 
concerned was obtained lawfully. One of the problems here is that copyright law as we 
know it today places a great deal of responsibility with the rightholders themselves: it is 
they who must impose provisos. However, rightholders cannot always easily retrace 
whether their work has been used to train GAI models. Does this produce an 
environment that encourages the creation of art and other works and sufficiently 
protects property?140  
 

 
 
139  We should note here that policies to counter disinformation involve more than just judicial frameworks, for example 

investment in high-quality media and in raising awareness. 
140  Visser, 2023 
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The question is whether the current legal framework sufficiently discourages developers 
from using copyrighted work illegally. One needs to remember that harm is quickly 
done, because once a model has learned certain qualities and styles, it cannot simply 
“unlearn” them.141 It is unclear how copyright should relate to GAI systems that imitate 
existing work but deviate from it sufficiently to not be covered by copyright. Effectively, 
this will mean makers competing with GAI systems. Policy-makers and politicians need 
to ask themselves what kind of copyright they want: AI-friendly copyright or a legal 
framework that protects makers? 
 
Competition law 
In recent years, various big technology companies have built up a strong position in 
language models, but also in social media, search engines, and cloud infrastructure. 
Researchers wonder whether current competition law is adequately equipped to curb 
the economic power of these conglomerates and whether the recently introduced Digital 
Markets Act (DMA) can actually alter that power.142 A more fundamental matter is that 
researchers indicate that technology companies not only wield economic power but can 
also influence social and political issues. Various public domains are becoming more 
dependent on the services offered by these companies. These problems may require 
more than creating the conditions for “fair markets” – the policy strategy followed so 
far.143 A research group has therefore been established in the Netherlands to determine 
the extent to which this issue can be addressed from the perspective of constitutional 
and administrative law.144  
 
Finally, the role of supervisory authorities 
Scrutinising the frameworks described above will take time, and it is therefore important 
that existing statutory frameworks are properly complied with in the meantime. 
Supervisory bodies play a crucial role in this through enforcement, and it is important 
that they adopt an assertive stance vis-à-vis GAI. In turn, policy-makers and politicians 
have a role to play in creating the right conditions, namely by ensuring that supervisory 
bodiess have sufficient resources and expertise  their expertise.145 

4.3. Invest in international AI policy to guide global innovation processes of 
technology companies 

The cross-border nature of generative AI and its developers makes it important for the 
Netherlands to promote international cooperation as part of a strategy to govern the 
technology in a socially responsible way. The hope is that the AI Act, as well as other 
EU legislation, will have an effect internationally, with bodies elsewhere taking EU 
 
 
141  Wong, 2023 
142  For example, the DMA intervenes only to a limited extent as regards the underlying sources of power, including 

computing power, early mover advantages, data resources, and integrated systems. In addition, the designated 
“gatekeepers” and “core platform services” do not include GAI services, except where GAI is integrated into search 
engines. The DMA includes provisions that – if declared applicable to GAI services or developers – can promote a 
fair market. Yasar et al., 2023.  

143  Gerbrandy & Phoa, 2022; Nemitz, 2018; Passchier, 2021; Sharon & Gellert, 2023 
144  Jak & Lokin, 2023 
145  An EU supervisory authority working group is already making preparations for the AI Act. It is chaired by the Dutch 

Authority for Digital Infrastructure. 
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legislation as their point of departure. In this connection, the term “Brussels Effect” is 
sometimes used.146 This effect could hold true for the AI Treaty currently being finalised 
by the Council of Europe, if private companies fall within the scope of the Treaty.147 The 
treaty aims to offer people greater legal protection, for example by allocating those 
affected by AI decisions the mechanisms they need for objection and redress. Court 
rulings on generative AI can also have global effect; see the European Court of 
Justice's ruling in the Schrems I case.148 
 
It is currently too early to say whether these European agreements will indeed have 
such an international effect. It is clear, however, that the United States and China are 
also pondering regulation. The US recently decided, for instance, that GAI applications 
utilised by government must comply with stricter conditions.149 
 
But even if other countries take inspiration from EU legislation, it is important to 
establish international arrangements so that companies around the world can be held 
accountable. The Netherlands Scientific Council for Government Policy (WRR) has 
already recommended that the Netherlands should push forward with “AI diplomacy”.150 
In particular, voluntary codes have been drawn up over the course of the past year. The 
OECD has launched the Global Partnership on AI (GPIA), as well as the Partnership on 
AI, bringing together industry, researchers, NGOs, and media organisations. The OECD 
has also produced a robust framework for corporate social responsibility, addressing 
such issues as exploitation and environmental impact. The G7 recently agreed on a 
voluntary code of conduct for GAI developers, and the European Commission has 
indicated its intention to work with the US to establish voluntary codes of conduct for the 
companies behind GAI models.151  
 
Binding agreements have also been initiated. UNESCO has drawn up the global Ethics 
of Artificial Intelligence framework, by which signatory countries are bound.152 Multiple 
countries are also introducing legislation in the area of corporate social responsibility. In 
Europe, there is the Directive on Corporate Sustainability Due Diligence. The more that 
legislation is in line with the guidelines adopted by the OECD in this field, the more 
companies and risks are covered. 

4.4. Set an ambitious agenda for socially responsible GAI  
To gain control of generative AI and ensure desirable applications, it will not be enough 
to strengthen legal frameworks. Government will also need to actively encourage 
innovation towards socially responsible AI by means of other policy instruments. This 
will require an ambitious agenda that comprises at least two elements:  

 
 
146  This term comes from Finnish-American law professor Anu Bradford; see Bradford, 2020. 
147  EU Commission’s last-minute attempt to keep private companies in world’s first AI treaty – Euractiv 
148  Maximillian Schrems v Data Protection Commissioner, 2015 
149  Lima & Zakrzewski, 2023  
150  This can cover five areas: basic research, commercial applications, regulation, ethical guidelines, and standards. 
151  Zubascu, n.d. 
152  Sabzalieva & Valentini, 2023 
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Invest in alternative technology 
In Section 3, we showed that the risks associated with the powerful position of a a few 
big technology companies in developing GAI.153 There are several ways to allocate a 
meaningful role to other parties to ensure more democratic governance of the 
technology becomes possible. Public authorities at both national and EU level could co-
fund the development of GAI technology together with civil-society partners.154 One 
example is the recently announced GPT-NL project, in which the Netherlands 
Organisation for Applied Scientific Research (TNO), the Netherlands Forensic Institute 
(NFI), and the SURF ICT Cooperative are teaming up.155 The Ministry of Economic 
Affairs and Climate Policy (EZK) has made 13.5 million euros available. This model is 
intended to be suitable for use within academia, government and public sectors such as 
healthcare and education. As a funding body, the government can more easily ensure 
that legal and ethical standards are respected during development. As regards this 
point, comparisons are possible with other publicly funded technological programmes, 
for example CERN, which researches elementary particles, or European public-private 
partnerships within space programmes – in which Europe has succeeded in achieving 
some major ambitions. 
 
Open source development of GAI technology is also a possibility. The German and 
French governments are already working with the Nextcloud platform. In this regard, it 
is important to be critical as to what extent products are actually open source. We noted 
above that the Llama 2 language model offers only a limited degree of openness. 
Government can give preference to open source in its own procurement processes, and 
make it clear exactly what that means in the context of GAI.156 
 
It is important for government to invest in science that ensures that GAI technology can 
be given shape from a public values perspective. This includes by encouraging 
research into language models for smaller language areas and dialects, security, 
synthetic data, bias detection in larger datasets, and sustainable GAI technology. Basic 
research on the interpretability of models should also be organised. Finally, it is 
important to avoid technological tunnel vision by exploring whether and how other AI 
technologies can address the shortcomings of GAI. 
 
Monitor and guide developments by sector  
Given the broad social impact of GAI, it is important to monitor that impact in actual 
practice and to pre-empt unwanted effects. How does this technology alter classroom 
dynamics or hospital administration? What changes does that demand in the curriculum 
or policies of educational institutions, for example? How severe is the environmental 
 
 
153  The EU is committed to building up "strategic digital autonomy", vis-à-vis both countries such as China and the 

United States and global technology giants; see European Parliament, 2022; European Union External Action, 
2020. Building up public GAI alternatives would be in line with these efforts. 

154  Ministerie van Binnenlandse Zaken en Koninkrijksrelaties, 2023. Where the Gaia project is concerned, there are 
various concerns as to whether the original objective (autonomy) has not been watered down; see for example 
Goujard & Cerulus, 2021 

155  Digitale Overheid, 2023 
156  Rijksoverheid, 2022a 
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impact of GAI in actual practice? And what changes will there be within the labour 
market, for instance with regard to wage polarisation or income and wealth distribution? 
Each sector will need to start thinking about how GAI can really contribute to meeting 
the needs and achieving the aspirations of professionals. And just as importantly, if 
generative AI applications fail to deliver the desired results, it is essential that people 
identify this in time and report it to policy-makers.  

4.5. Encourage public debate on the desirability of GAI 
In addition to legislative and stimulating policy measures, it is crucial to initiate public 
debate on GAI. Users often see GAI as a convenient, innocuous technology that 
anyone can experiment with. But using GAI applications comes with risks.  
 
Those risks call for technological citizenship: people need to be aware of the dangers, 
to be able to deal with the risks, and to participate in democratic decision-making on 
GAI technology.157 Such citizenship begins with education: it is important for every 
individual and organisation to know what kind of technology GAI actually is, what you 
can and cannot expect from it, and the risks that are associated with it.  
 
Every organisation, every company, every researcher, and every user will then need to 
ask themselves under what conditions they wish to deploy GAI technology, and whether 
that can be done in a socially responsible manner. The AI Act has not yet been 
adopted, supervisory bodies are still giving shape to their role, and there are many 
unresolved issues, including with regard to security, discrimination, explainability, data 
protection, exploitation, and sustainability. There have therefore already been various 
calls not to utilise the technology, for instance from researchers who feel that use of GAI 
is incompatible with their social responsibility.158 UNESCO has also called for GAI 
technology not to be used in education for children younger than 13.159 
 
It is also important that debate regarding GAI addresses all relevant questions and 
issues, for example possible romantic relationships between humans and chatbots or 
interactions between children and chatbots. What do we consider desirable in this 
regard? It is illustrative to compare the advent of GAI with that of mobile phones. These 
devices are multifunctional and for several reasons so attractive that they have become 
almost inescapable. But there are now concerns about the impact of mobile phones on 
our physical and mental health. When you see everyone on the train peering at their 
phone, you realise that technology can also take away something precious from us. 
Now that computers can talk to us, put us at ease and excite us intellectually, it is all the 
more important to think carefully about how we as a society wish to spend time with and 
without AI systems. 
 
Schools, hospitals, libraries, artist collectives, and civil-society organisations all face the 
task of promoting technological citizenship and furthering debate on GAI. Government 

 
 
157 For further explanation of technological citizenship, see Est, 2020. 
158  Rooij, 2023 
159  UNESCO, 2023 
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can facilitate this. Over the next four years, the Rathenau Instituut intends organising a 
dialogue programme during which members of the public will discuss the future of the 
digital society. GAI will be one of the topics addressed.  

4.6 Conclusion 
Throughout our investigation, we noted that views among experts on the possibilities 
and dangers of GAI technology diverge widely. Some view it as a game changer that 
will increase the capabilities of AI systems at lightning speed. Others point out the 
inherent limitations of the technology, arguing that GAI systems usher in a “wrong 
paradigm" of AI.160 These divergent views are also apparent in the debate on the risks 
of GAI: some point to urgent and “classic” issues concerning digital technologies, 
including privacy, discrimination and security, others focus their attention to potential 
existential risks to humanity. 
 
We draw the following conclusions. GAI technology does indeed represent a 
breakthrough in the ability of AI systems to perform language tasks and to combine 
different modalities. At the same time, just how good the applications of this technology 
actually are, and to what extent people can relinquish tasks to it, is still very much in 
question. In addition, GAI amplifies the known risks of the digital society and adds new 
ones, for example loss of ownership and disruption of human development. These risks 
do not appear to be easily resolved. It is a realistic possibility that existing and 
announced policies will be insufficient to mitigate these risks.  
 
Action is therefore needed. The government and politicians must determine where 
policy needs to be strengthened. In the meantime, they should provide maximum 
support for regulatory oversight, make arrangements with developers, and warn society 
about the risks of GAI. Globally, those risks are indeed being taken seriously; every 
individual and every institution in the Netherlands must do the same. 
 
  

 
 
160  Marcus, 2020  
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Appendix: Policy-makers and experts consulted 

Experts interviewed 
1.  Lambèr Royakkers, Professor of Ethics of the Digital Society at  

Eindhoven University of Technology  
2.  Pim Haselager, Professor of Artificial Intelligence at Radboud University 

Nijmegen                     
3.  Haroon Sheikh, senior research fellow at the Netherlands Scientific Council for 

Government Policy (WRR) and Endowed Professor of   
Strategic Governance of Global Technologies at VU University Amsterdam                   

4.  Anna Gerbrandy, Professor of Competition Law at Utrecht University and 
Crown-appointed member of the Social and Economic Council of the 
Netherlands (SER) 

5.  Naomi Appelman, PhD researcher at the Institute for Information Law, University 
of Amsterdam 

6.  Catelijne Muller, president of the Alliance for AI and member of the European 
Commission's High Level Expert Group on AI 

7.  Lokke Moerel, Professor of Global ICT Law at Tilburg University, Senior of 
Counsel with Morrison & Foerster, and member of the Cyber Security Council 

8.  Jeroen van den Hoven, university professor and Professor of Ethics and 
Technology at Delft University of Technology and editor-in-chief of Ethics and 
Information Technology 

Participants in workshop with policy-makers 
1.  Francisca Wals, Ministry of the Interior and Kingdom Relations 
2. Jasper Kars, Ministry of the Interior and Kingdom Relations 
3.  Haye Hazenberg, Ministry of the Interior and Kingdom Relations 
4.  Elja Daae, Ministry of the Interior and Kingdom Relations 
5.  David van Es, Ministry of the Interior and Kingdom Relations 
6.  Anne Thier, Ministry of the Interior and Kingdom Relations 
7.  Luca Kuiper, Ministry of Foreign Affairs 
8.  Mijntje Jansen, Ministry of Economic Affairs and Climate Policy 
9.  Gelijn Werner, Ministry of Economic Affairs and Climate Policy 
10. Noud Louwers, Ministry of Economic Affairs and Climate Policy 
11.  Vincent Pot, Ministry of Education, Culture and Science 
12.  Cyril van der Net, Ministry of Justice and Security 

Technology experts consulted (who reviewed Section 1) 
1. Eric Postma, Professor of Artificial Intelligence, Tilburg University 
2. Frank van Harmelen, Professor of Knowledge Representation & Reasoning, VU 

University Amsterdam 
 
The project team would also like to express its deep gratitude to Joost Gerritsen for his 
legal fact-finding and checking of Sections 3 and 4. 
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